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Abstract

Generalizing beyond an individual task and borrowing knowledge from related tasks are the hallmarks of true intelligence. Knowing one language makes it easier to learn other languages, similar sports require learning similar skills to master them, etc. While building supervised machine learning models, such opportunities arise in machine translation for similar languages, modeling molecular processes of related organisms, predicting links across different types of social networks, extracting information from related sources of data etc. There are several benefits of borrowing from related tasks, beyond the ability to generalize. In many supervised learning applications the main bottleneck is insufficient labeled data (i.e annotations) to learn a good model. Obtaining additional labels is often expensive, requires resources and can be very time consuming. However there are often at hand, other related applications which have plentiful labeled information that can be utilized. Multitask learning [Caruana, 1997] is a family of machine learning methods that addresses this issue of building models using data from multiple problem domains (i.e ‘tasks’) by exploiting the similarity between them. The goal is to achieve performance benefits on the low-resource task called the target task or on all the tasks involved.

This thesis focuses on developing and extending multitask learning models for various types of data. Two diverse applications motivate the methods in this work. The first one is, modeling infectious diseases via host-pathogen interactions where we study molecular level interactions between pathogens such as bacteria and viruses and their hosts (such as humans). The question we address is: Can we model host-pathogen interactions better by leveraging data across multiple diseases?, towards which we develop new methods to jointly learn models across several hosts and pathogens. The other application that we consider, semantic parsing, is the process of mapping a natural-language sentence into a formal representation of its meaning. Since there are several ways to represent meaning, there are several linguistic resources (one per representation) and each annotates a different text corpus. Here we focus on: how to leverage information from resources with different representations and distributions? Overall, we explore various mechanisms of sharing information across tasks: by enforcing priors, structured similarity, feature augmentation and instance-level transfer. We show how our models can be interpreted to obtain additional insights into the problems.

In terms of impact, we build the first models for host-pathogen interactions for several bacteria and viruses and the first to involve a plant host. The methods we develop perform better than other computational methods. The predictions we obtain for the bacteria, Salmonella were validated by laboratory experiments, and we find that our model has a significantly higher recall compared to other computational models. Since there is very little known about how plant immune systems work, we exploit the data from other hosts. With the predictions from our model, we compare two hosts: human and the plant host Arabidopsis thaliana. The model we develop for viral pathogens leads us to some interesting insights on pathogen-specific protein sequence structures. Finally, leveraging several linguistic resources leads us to achieve impressive gains for the task of frame semantic role labeling.
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Chapter 1

Introduction

Humans acquire knowledge and skills by categorizing the various problems/tasks encountered, recognizing how the tasks are related to each other and taking advantage of this organization when learning a new task. For instance, a person that knows how to drive a car will use that knowledge while learning to drive a truck obviating the need to learn every aspect of driving from scratch. Often, learning a new task can result in improvements in the ability to perform other tasks learned in the past. By transferring knowledge across related learning tasks, a learner can become “more experienced” and generalize better [Thrun 1996].

Statistical machine learning methods can also benefit from exploiting such similarities in the learning problems. There are several benefits of borrowing from related tasks, beyond the ability to generalize. In many supervised learning applications the main bottleneck is insufficient labeled data (i.e annotations) to learn a good model. Labeled data typically comes from manual annotation, surveys, experiments measuring physical quantities such as temperatures, pressures, biological properties etc. These data collection efforts are often very expensive and time consuming (especially those requiring experiments). In such scenarios, labeled data available in other related problems can be tapped into. Such opportunities for sharing knowledge arise in several problems.

Consider the problem of web-page classification, where the goal is to automatically classify a given web-page into one (or more) of several categories: ‘clothing’, ‘movie’, ‘music’, ‘soccer’, ‘business’, ‘product’ etc. Building good supervised classifiers requires a large number of training examples for each category – i.e labels assigned to web-pages manually by human annotators. Given the large number of possible categories, manual annotation will be a herculean effort, that is very expensive and time-consuming. However, we know that certain categories are related, for instance: webpages labeled ‘soccer’ and ‘basketball’ will both have sports related terms (“team”, “player”, “win” etc). The task of classifying ‘soccer’ webpages is thus similar to that of classifying ‘basketball’ webpages. If we can couple these tasks, very few labeled examples would be sufficient to obtain good classifiers for both.

The term Multitask Learning (MTL) was coined by [Caruana 1997] to refer to learning methods and algorithms that can share information among related tasks and help to perform those tasks together more efficiently than in isolation. The conventional machine learning approach of learning each task independently, oblivious

\[1\] The DMOZ directory has a list of 1,017,500 different categories of web-pages
to other related tasks is often called Single task learning (STL) or independent task learning. Some more examples of ‘multitask’ settings are:

1. Modeling users’ preferences for movies (i.e the ‘Netflix’ problem). Here, a task is predicting one user’s ratings; often there are very few (or no) ratings available for most users. Yet, the ways different people make decisions about movies is related as there will be common patterns in their interests.

2. Task similarities also arise while studying the biology of organisms. The theory of evolution tells us that many organisms have evolved from the same ancestor species; this causes them to exhibit some common characteristics. An example of such a shared characteristic is: the splice sites (i.e gene boundaries) in DNA sequences have similar properties across related organisms. Here, the biological phenomenon being studied: ‘detecting DNA splice sites in an organism’ is a ‘task’. [Widmer et al., 2010] use genome sequence data from 15 eukaryotic organisms (i.e 15 tasks) to build a multitask model and show that one can indeed significantly improve the splice-site prediction performance compared to traditional approaches that look at individual organisms.

A very related problem called Transfer learning (TL) involves extracting knowledge from one or more source tasks and transferring it to a target task. In contrast to multi-task learning, where all tasks are learned simultaneously, transfer learning cares most about building a good model on the target task. The roles of the source and target tasks are not symmetric in transfer learning. The NIPS workshop on “Learning to Learn”[^2] was one of the first to focus on the need for lifelong machine learning methods that retain and reuse previously learned knowledge. Published literature exploring this general idea has used different terms, such as ‘life-long learning’ [Thrun, 1996], ‘inductive transfer’ [Mitchell, 1980], ‘transductive learning’ [Vapnik, 1998], ‘knowledge transfer’ to refer to slightly different manifestations of the same problem. Transfer learning is sometimes also called ‘domain adaptation’ in some research communities, and can be viewed as a more targeted version of multitask learning.

What kind of information can be shared between tasks?

At a high level, the following are some possibilities:

- The *features* found to be relevant for learning one task can be used to learn another task

- The model parameters learned for a task can serve as a *prior* for other tasks (in the ‘transfer’ learning setting)

- Task *parameters* can lie close to each other in some geometric sense

- The *structure* of the underlying statistical model, such as: dependencies between the variables, the probability distribution of the model’s parameters can be shared by several tasks

How is information shared between tasks?

Any MTL method has two main objectives: to minimize the training error (i.e. empirical risk minimization) and to enforce task relatedness. While some methods achieve this in a pipeline fashion, where independent models are learned for tasks and then the task structure is enforced as a post-processing step (possibly followed by more model estimation steps), most recent methods perform this jointly. The task structure is enforced/learned along with parameter estimation. Objective functions which express this have the following general form, where $\theta_t$ is the set of parameters corresponding to the task $t$:

$$\min_{\theta_1, \ldots, \theta_t} \sum_{t \in \{\text{all tasks}\}} l_t + \lambda \Omega(\theta_1, \ldots, \theta_t)$$

The term $l_t$ can represent a loss function such as least squared error. $\Omega$ is the mechanism by which the tasks are coupled together and is sometimes called a ‘task regularizer’ because it introduces a bias that favours models with a certain structure. The parameter $\lambda$ controls the extent to which the multitask structure is enforced. In a bayesian setting, the objective function will involve the negative log likelihood derived for a probabilistic model that explains how the tasks are related to each other.

A simple example of a function $\Omega$ that couples two tasks is:

$$\Omega(\theta_1, \theta_2) = \|\theta_1 - \theta_2\|$$

(1.1)

Here we are encoding the knowledge that the models corresponding to the two tasks have similar parameters. From the perspective of each task $t$, this term is bounding the variance of the task parameters $\theta_t$.

Focus of this thesis

The overarching goal of this thesis is to discover the underlying multitask models that can best explain the observed relationships between real-world tasks. We find how task-relationships in real-world problems can be connected to mathematical models of the data that manifest similar relationships. We focus on the following two very distinct problems:

- **Modeling molecular mechanisms of infectious diseases**: Infectious diseases are caused by pathogens such as bacteria and viruses. At the molecular level, pathogenesis involves the pathogen introducing its’ proteins into the host cells, where they interact with the host’s proteins thereby enabling the pathogen to obtain nutrients, replicate and survive inside the host. These ‘molecular mechanisms used by a pathogen’ i.e host-pathogen protein interactions represent a task, and there is one task per pathogen. Though the microbial world is very diverse, we find that the infection mechanisms employed by different pathogens share some aspects: (1) they have similar proteins, by virtue of their common ancestors (2) they infect similar biological processes in their hosts. These biological similarities allow us to define task relationships which are then used to learn the tasks jointly. This challenging domain is the central focus of this thesis.

- **Semantic understanding of natural language text**: Semantic parsing is a problem in natural language processing where the objective is inferring the meaning of a
sentence. For instance, the sentence John stole a car indicates that ‘John’ is a Thief, who stole the Property: ‘car’. The verb ‘stole’ is the relation or action connecting the two entities ‘thief’ and ‘property’. The same meaning can be represented in different forms: we could say ‘John’ is a Perpetrator who stole the Item: ‘car’. As a result of this, the various lexical resources that have been built for semantic parsing, use different representations though they capture similar semantics. Each resource differs in: the types of relations it focuses on, the text corpus that was annotated, the distribution of the entity types etc. Combining the information from all resources thus has obvious benefits in terms of improved coverage compared to what can be achieved with a single resource (due to its limited focus). We can consider a task to be: ‘semantic parsing using one representation’ and the different tasks (one task per representation) are related via the shared semantics that they encode.

We build several multitask and transfer learning models for the first problem. For semantic parsing, we develop transfer learning (domain adaptation) based models. The key contributions of this thesis are:

1. The methods in this thesis are one of the first to combine host-pathogen protein interactions data across several pathogens and hosts
2. Our multitask learning model for host-bacterial interactions involves a novel task regularizer that incorporates the biological hypothesis that: infection mechanisms are similar across pathogens
3. For multitask graph completion, we develop a new model that learns a lower dimensional representation of the data. Our model significantly outperforms methods from prior work
4. The human-bacterial interaction models are the first ever models involving these bacterial organisms
5. By combining data from multiple resources, we improve the state-of-the-art in semantic parsing
6. Unlike most prior work on modeling host pathogen interactions, our models are interpretable and lead us to interesting hypotheses and insights into the problem
7. Our code and data is made publicly available

MTL and TL literature: methods

Early work on MTL used a hidden layer neural network with few nodes and a set of network weights shared by all the tasks [Caruana, 1997] [Thrun and Pratt, 1998] [Baxter, 2000]. Later methods were based on variance regularizers [Evgeniou and Pontil, 2004] [Maurer, 2006] which are based on assumptions similar to that of the simple regularizer $\Omega$ from Equation 1.1. Other assumptions on task parameters are: that they lie in a low dimensional subspace [Argyriou et al., 2008] [Liu et al., 2009], or on a manifold [Agarwal et al., 2010]. Liu et al. [2009] use a $\ell_{1,2}$ regularization over the parameter matrix (consisting of parameter vectors from all tasks). Ando and Zhang [2005] present
a framework for learning predictive functional structures from multiple tasks that also exploits unlabeled data. Jalali et al. [2010] propose a model for joint learning of multiple linear regression functions. They decompose the parameter matrix into two components which are regularized independently via different norms.

Another widely studied approach for multi-task learning is the task clustering approach [Bakker and Heskes, 2003; Jacob et al., 2009; Kumar and Daume III, 2012]. Its main idea is to group the tasks into several clusters and then learn similar data features or model parameters for the tasks within each cluster. An advantage of this approach is its robustness against outlier tasks because they reside in separate clusters that do not affect other tasks.

A number of MTL approaches are Bayesian, where a probability model capturing the relations between the different tasks is estimated simultaneously with the models’ parameters for each of the individual tasks. In [Allenby and Rossi, 1998; Bakker and Heskes, 2003] a hierarchical Bayes model is estimated which assumes that the parameters of all tasks are sampled from an unknown Gaussian distribution. Task relatedness is captured by the Gaussian distribution: the smaller the variance of the Gaussian the more related the tasks are. Bonilla et al. [2007] propose a Gaussian process based method to model and learn task relationships in the form of a task covariance matrix. Zhang and Schneider [2010] attempt to learn the full task covariance matrix and use it in learning of predictor functions by placing a matrix variate prior on the task parameter matrix.

Recent work [Maurer et al., 2013] on jointly learning features and models for multiple tasks uses ideas from sparse coding and dictionary learning. They assume that the tasks parameters are well approximated by sparse linear combinations of the atoms of a dictionary. [Yuan et al., 2012] address the problem of visual classification via a multitask joint sparse representation model that combines multiple features and/or instances.

While the focus on MTL methods is often on task relationships, Transfer Learning (TL) methods investigate what to transfer. The ability to transfer from the source task(s) to the target task depends on how much the tasks differ and in what way. There has been a lot of theoretical work characterizing the distance between tasks and its relationship to the classification error on the target task [Ben-David et al., 2007; Crammer et al., 2008; Mansour et al., 2009; Ben-David et al., 2010]. The setting where there is a covariate shift (i.e. distribution of the features changes) in the target task has seen a lot of work. Instance-based transfer learning methods have been proposed that reweight the source instances to indicate their relevance for the target task [Fan et al., 2005; Huang et al., 2007; Sugiyama et al., 2008; Cortes et al., 2008]. Other ways in which the tasks can differ are: the distribution of the output (i.e. labels) changes [Japkowicz and Stephen, 2002; Yu and Zhou, 2008], the conditional distribution (labels given features) changes [Jiang and Zhai, 2007]. More recent work has looked at combinations of these settings [Zhang et al., 2013; Wang and Schneider, 2014].

On the applications front, approaches that transfer feature representations try to learn a good feature representation for the target domain that encodes the knowledge to be transferred. Blitzer et al. [2006] proposed the structural correspondence learning (SCL) algorithm, which extends Ando and Zhang [2005], to make use of the unlabeled data from the target domain to extract some relevant features that reduce the distance between the tasks. Daume [2007] proposed a feature augmentation approach, that learns task-specific weights, for NLP problems. Such feature augmen-
tation is now widely used in supervised domain adaptation scenarios. Uguroglu and Carbonell [2011] find the features that vary the most between the source and target tasks (i.e., differently distributed features) using a maximum mean discrepancy based method. This allows them to use invariant features for the target task. Wu and Dietterich [2004] exploit the plentiful low quality source task data for image classification problems, where the target task data is inadequate. Parameter-transfer approaches [Schwaighofer et al., 2004; Raina et al., 2006; Bonilla et al., 2007] assume that the source tasks and the target tasks share some parameters or prior distributions of the hyperparameters of the models. The transferred knowledge is encoded into these parameters and priors. The two popular regimes of transfer: parameter transfer and representation transfer have been theoretically analyzed in recent work [Maurer et al., 2013], with Pentina and Lampert [2014] proposing PAC-style generalization bounds to analyze lifelong learning algorithms.

The recent developments in the field of deep learning are also relevant to multi-task learning: both deep learning and multi-task learning show that we can leverage auxiliary tasks to help solving a task of interest [Bottou, 2014]. There has been work on learning representations that benefit extraction from a variety of datasets [Bordes et al., 2012], representations that benefit a range of natural language processing tasks [Collobert et al., 2011]. Our work differs from these in that we do not learn representations but use and develop new features that work well in our problems, which suffer from data scarcity issues. Approaches from deep learning that have worked successfully on real-world datasets have typically involved problems where there is plentiful data to efficiently learn these parameter-rich models with several layers and non-linear functions.

The most recent and relevant prior work to the specific problems and approaches that we consider, has been cited in the appropriate chapters.

Thesis map

We begin with an introduction to the concepts, challenges and approaches concerning the problem of building models for infectious diseases. This problem forms the main focus of this thesis, and we cover the various aspects of computational prediction of host-pathogen interactions in Chapter §2. These key aspects are common to all the multitask and transfer learning approaches that we present in subsequent chapters. Chapter §3 presents the Multitask Pathway based learning approach, that combines host-pathogen interactions data from several bacterial species using domain knowledge related to their infection mechanisms. In Chapter §4, a different perspective of this problem is presented that uses matrix decomposition based methods to share information across various viruses. While the first two chapters use data coming from the host species: human, the next chapter §5 involves a new host species: the plant *Arabidopsis thaliana*. This is a transfer learning setting, as we do not have any supervised data available for plant-pathogen interactions. We exploit interactions data from various hosts and pathogens to build a model for the target task involving the plant host. Continuing in this transfer theme, Chapter §6 presents a different application: semantic analysis of natural language text. Here, we present domain adaptation based approaches to improve the semantic parsing on a target domain of interest.

We hope this brief introduction has provided a high level intuition of the contributions of this thesis and intrigued the reader’s curiosity to delve into the rest of the
material.
Chapter 2

Modeling infectious diseases via host-pathogen protein interactions

The biological functions and processes in our body involve several types of molecules and various interactions between them. Protein molecules are the workhorses that facilitate most biological processes in a cell. And among the molecular interactions in our body, the majority and the most vital ones are the ones between proteins. Some of the early studies towards understanding protein-protein interactions focused on discovering interactions within single organisms such as yeast cells, human cells. The interaction maps from these studies gave us a glimpse into the biological processes within an organism pertaining to: cell growth, proliferation, tissue formation, digestion and nutrient uptake, reproduction, blood circulation etc.

However this knowledge only forms part of the picture concerning living organisms, because an important part of our sustenance depends on how we counter infectious diseases – those that are caused by external agents called pathogens. Infectious diseases are a major health concern worldwide, causing millions of illnesses and deaths each year. Newly emerging viral diseases, such as swine H1N1 influenza, severe acute respiratory syndrome (SARS) and bacterial infections, such as the recurrent Salmonella and E. coli outbreaks not only lead to wide-spread loss of life and health, but also result in heavy economic losses.

Key to the infection process are host-pathogen interactions at the molecular level, where pathogen proteins physically bind with human proteins to manipulate important biological processes in the host cell, to evade the host’s immune response and to multiply within the host. Comprehending protein interactions between host species such as mammals and pathogen species such as viruses and bacteria, is thus crucial in order to advance our understanding of pathogenesis. Laboratory based experimental methods have emerged towards studying these interactions. The discovery of the molecular interactions between Herpesvirus and human cells [Uetz et al., 2006], pioneered this field of cross-species interaction studies. These experimental studies can be broadly categorized into small-scale or large-scale methods. Small-scale methods are very time consuming but give very reliable results. Large-scale methods are more efficient as they screen a large number of proteins, but they tend to have a high false positive rate.

- Small-scale methods: These refer to biochemical, biophysical and genetic experiments that involve a few proteins. Examples of small-scale methods are: co-
immunoprecipitation (co-IP), far-western blot analysis, pull-down assays, co-crystallization.

- Large-scale techniques: High-throughput screening methods which work with the entire proteome of organisms, for example yeast two-hybrid (Y2H) assays. Affinity purification is another large-scale methods and is followed by mass spectrometry, microarray analysis, western blot.

Databases like PHI-base, PIG, HPIDB, PHISTO aggregate host-pathogen protein interactions from several small-scale and high throughput experiments via manual literature curation. These databases are valuable sources of information for developing models of the modus-operandi of pathogens.

2.1 Predicting host-pathogen PPIs

The most reliable experimental methods for studying protein-protein interactions (PPI) are often very time-consuming and expensive, making it hard to investigate the prohibitively large set of possible host-pathogen interactions – for example, the bacterium *Bacillus anthracis* which causes anthrax has about 2321 proteins which when coupled with the 25000 or so human proteins gives \( \approx 60 \text{ million} \) protein pairs to test, experimentally. Computational techniques complement laboratory-based methods by predicting highly probable PPIs. These techniques use the known interactions data from previous experiments and predict the most plausible new interactions. Experimental biologists use the highest-scoring interactions thus obtained and design experiments to validate these and study them further. This helps in ruling out the validation of the vast majority of unlikely PPIs.

In particular, supervised machine learning based methods use the few experimentally-discovered interactions as training data and formulate the interaction prediction problem in a classification setting, with target classes: “interacting” or “non-interacting”. Features are derived for each host-pathogen protein pair using various attributes of the two proteins such as: protein sequences from Uniprot [UniProt Consortium, 2011], protein family from Pfam [Finn et al., 2010], protein structure and domain from PDB, gene ontology from GO database [Ashburner et al., 2000], gene expression from GEO [Barrett et al., 2011], interactions between protein families from iPfam [Finn et al., 2005], protein domain interactions from 3DID [Stein et al., 2011], to name a few. The general outline of the supervised PPI prediction procedure is illustrated in Figure 2.1.

In this setting, some of the important challenges from the machine learning perspective, that are generally encountered are:

1. Highly unbalanced classes since the set of “interacting” proteins is very small (for example, yeast has around 6000 proteins allowing for about 18 million potential interactions, but the estimated number of actual interactions is below 100,000)

2. Absence of a clear “negative” class since there is no notion of provably “non-interacting” protein pairs

3. Missing values in the features where certain properties of the proteins are not available for various reasons.
Figure 2.1: An example of a supervised classification method for predicting protein interactions

4. Sparse datasets: interactions data available in several databases is very small except for few well studied pathogens. For example: the PHI-base database covers 64 diseases but has only 1335 interactions, PIG covers only 12 pathogens.

2.2 Host-pathogen PPI datasets

Several data repositories like PHI-base [Winnenburg et al., 2008], PIG [Driscoll et al., 2009], HPIDB [Kumar and Nanduri, 2010], PHISTO [Tekir et al., 2012] aggregate host-pathogen protein interactions from several small-scale and high throughput experiments via manual literature curation. We use the PHISTO database for many of our datasets as it gives the UniprotKB protein ids for the interacting proteins. The other databases do not always list the host protein involved in a PPI. In this thesis, we work with nine different pathogens, five of which are bacterial species and the remaining are viruses. The genealogy of all bacterial species in PHISTO (version from 2012) is shown in Figure 2.2. We use four bacteria-human PPI datasets in our models (shown highlighted).

2.3 Features for host-pathogen PPI prediction

The host-pathogen PPI prediction problem is cast as a two-class classification problem: each protein pair \( x = \langle p, h \rangle \) is an instance belonging to either the positive, ‘interaction’ class or the negative, ‘non-interaction’ class. For each pair, we derived features which can belong to one of the three types: (a) feature derived on the pair \( x \) (b) features derived using either the host protein \( h \) or the pathogen protein \( p \). Based on the source of information, we can also categorize our feature set into the following groups: (1) GO similarity, (2) graph based features using the human interactome, (3) gene expression, (4) sequence-\( k \)-mer features, (5) features from protein family and protein domain interactions, (6) interolog based features.

1. **Protein sequence \( k \)-mer (or \( n \)-gram) features**: Since the sequence of a protein determines its structure and consequently its function, it may be possible to predict PPIs using the amino acid sequence of a protein pair. Shen et al. [2007] in-
produced the “conjoint triad model” for predicting PPIs using only amino acid sequences. They partitioned the twenty amino acids into seven classes based on their electrostatic and hydrophobic properties. A protein’s amino acid sequence is first transformed to a class-sequence (by replacing each amino acid by its class). For $k=3$, they count the number of times each distinct three-mer (set of three consecutive amino acids) occurred in the sequence. Since there are $343 (7^3)$ possible three-mers (with an alphabet of size 7), the feature vector containing the three-mer frequency counts will have 343 elements. To account for protein size, they normalized the counts by linearly transforming them to lie between 0 and 1. Thus the value of each feature in the feature vector is the normalized count for each of the possible amino acid three-mers. We use two-, three-, four-, and five-mers. For each hostpathogen protein pair, we compute the $k$-mer features for the two individual proteins and then concatenate the two feature vectors. Therefore, each hostpathogen protein pair had a feature vector of length at most 98 ($2 \times 7^2$), 646, 4802, and 33614, in the cases of two-, three-, four-, and five-mers, respectively.

2. **GO similarity features**: These features model the similarity between the functional properties of two proteins. Gene Ontology [Ashburner et al., 2000] provides GO-term annotations for three important protein properties: molecular
function (F), cellular component (C) and biological process (P). We derive 3 types of features using these properties. For each of 'F', 'C' and 'P', GO similarity features were separately defined that compute the similarity of GO terms from host and pathogen proteins. The similarity between two individual GO terms was computed using the G-Sesame algorithm [Du et al., 2009]. This feature is a matrix of all the GO term combinations found in a given protein pair: < p, h >, the rows of the matrix represent GO terms from protein p and the columns represent GO terms from h.

3. **Graph based features using the human interactome**: These features are derived using only the host protein 'h' from the pair. Pathogens generally target host proteins that are important in several host processes; these host proteins interact with many other host proteins to carry out their tasks. This insight is captured in the form of three graph properties: degree, between-ness centrality and clustering coefficient of the host protein “node” in the host interactome graph. When the host is human, the interactome was downloaded from HPRD [Prasad et al., 2009]. The degree of a node is the number of its neighbouring nodes in the graph. The clustering coefficient of a node ‘n’ is defined as: the ratio of the number of edges present amongst n’s neighbors to the number of all possible edges that could be present between the neighbours. Betweenness centrality for a node ‘n’, is defined as the sum over all pairs of nodes (u, v), the fraction of shortest paths from u to v, that pass through n. Mathematically, it is:

\[
\sum_{u,v \in V \setminus n} \frac{\text{shortest_paths}_n(u, v)}{\text{shortest_paths}(u, v)}
\]

Intuitively, nodes that occur on many shortest paths between other vertices have higher betweenness than those that do not.

4. **Gene expression features**: The intuition behind this feature is that genes that are significantly differentially regulated upon being subject to *Salmonella*, are more likely to be involved in the infection process, and thereby in interactions with bacterial proteins. These features are derived using the gene of the host protein ‘h’ from the pair. We selected 3 transcriptomic datasets GDS77, GDS78, GDS80 from the GEO database [Barrett et al., 2011], which give the differential gene expression of human genes infected by *Salmonella*, under 7 different control conditions. The 3 datasets give us a total of 7 features: the dataset GDS77 has two samples representing two conditions and gave 2 features; datasets GDS78 and GDS80 had time series gene expression with 3 and 2 control conditions respectively – the time series in each condition was averaged resulting in 3 and 2 features, respectively. All datasets reported log-ratios and did not require further normalization.

5. **Features from PFam and protein domain interactions**: Two pair-level features were computed using protein family interactions from the iPfam database [Finn et al., 2005] and protein domain interactions from 3DID database [Stein et al., 2011]. For a pair, the first feature counts how many of all the possible interactions between the PFam families of the two proteins are present in iPfam. The second feature counts how many of the interactions between the domain sets of a protein pair are present as domain-domain interactions in 3DID.

6. **Interolog based features**: This feature uses known interactions between proteins from other organisms to infer new interactions. It was derived using the
<table>
<thead>
<tr>
<th>Feature Name (Count)</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gene Ontology ((\approx 177 \text{ million}))</td>
<td>Computed between GO terms of (p) and (h). Let (S = \text{set of all GO terms}, S_p = \text{set of GO terms for protein ‘p’}. We set the entries of (S \times S) corresponding to all pairs of GO terms from (S_p \times S_h) to the similarity between the GO term pairs. Similarity between two individual GO-terms was computed using G-Sesame. Total number of features= (</td>
</tr>
<tr>
<td>Network-based ((3))</td>
<td>Uses three graph properties of (h) in the human protein interaction network: (1) ‘degree’ = number of neighbours of (h); (2) ‘clustering coefficient’ = ratio of edges present amongst neighbours of (h) to all possible edges between them; (3) ‘centrality’ = fraction of shortest paths in the network that pass through (h)</td>
</tr>
<tr>
<td>Gene Expression ((7))</td>
<td>Derived using the gene of the human protein (h). Uses three GEO datasets: GDS77, GDS78, GDS80 reporting differential gene expression of human genes infected by (Salmonella), under 7 different control conditions.</td>
</tr>
<tr>
<td>Interologs ((1))</td>
<td>Number of protein pairs from other species that are interologs of the given pair (&lt;p, h&gt;).</td>
</tr>
<tr>
<td>Sequence n-grams ((39200))</td>
<td>Used the “conjoint triad model” [Shen et al., 2007] to get n-gram features on the protein sequence for (n=2,3,4,5). The amino-acid sequence is first converted to class-sequence and n-grams are computed separately for (p) and (h) and then concatenated to give a single feature vector (similar to [Dyer et al., 2011]) of size (= 2(7^2 + 7^3 + 7^4 + 7^5)).</td>
</tr>
<tr>
<td>Pfam interactions ((1))</td>
<td>Counts the fraction of all possible interactions between the Pfam families of (p) and (h), that are listed as known interactions in the iPfam database [Finn et al., 2005].</td>
</tr>
<tr>
<td>Domain interactions ((1))</td>
<td>Similar to the above feature, computes the fraction of all possible domain-domain interactions between (p) and (h) that are present in the domain interactions database 3DID [Stein et al., 2011].</td>
</tr>
</tbody>
</table>

Table 2.1: Feature Set: summary of the various categories of features and the number of features in each category. \(h\) represents the host protein, and \(p\) represents the pathogen protein in a given protein pair \(<p, h>\).

* sparse features, i.e. only some of the millions of features are active in a single protein-pair

interologs information from the BIANA database [Garcia et al., 2010]. For a given pair \(‘x’\), if \(x_{hom}\) a homologous protein pair involving any other organisms, BIANA uses the databases: BIND, DIP, IntAct to check if \(x_{hom}\) is an interacting pair. If yes, then \(x\) is an inferred interacting pair. For every pair \(‘x’\), this feature counts the number of homologous protein pairs \(x_{hom}\) that are interacting as per BIANA.

Table 2.1 shows a summary of the various features used in the predictive models we discuss in subsequent chapters.
2.4 The curse of missing negatives

Like many other problems in computational biology, PPI prediction suffers from the ‘curse of missing negatives’ – i.e we only have access to the positives. Most machine learning methods need a negative class (set of non-interactions) in order to identify the special characteristics of the positives (i.e interactions). However, there is no experimental evidence about proteins that do not interact, as it is difficult to design such an experiment that will rule out an interaction under all control conditions. There do exist protein domains that are known to not interact with each other, due to their conflicting tendencies to react with water (a hydrophobic domain is unlikely to come into contact with a hydrophilic domain). Such negative interactions between protein domains have been catalogued and assembled in databases such as Negatome [Blohm et al., 2013]. Although, each protein has several different domains which makes it hard to use such domain-level information to infer non-interaction at the protein-level.

To construct the negative class, we use a technique commonly used in PPI prediction literature. A set of random pairs of proteins is sampled from the set of all possible host-pathogen protein pairs, to serve as the negative class. The number of random pairs is chosen based on what we expect the interaction ratio to be. We chose a ratio of 1:100 meaning that we expect 1 out of every 100 random host-pathogen protein pairs to interact with each other. In general, there is no basis for choosing a more meaningful ratio, as there are few known interactions. We rely on previous work on better studied organisms, where a ratio of 1:100 was used, based on the number of known interactions. Further, prior studies [Tastan et al., 2009, Dyer et al., 2007, 2011] also use a similar ratio. This random selection strategy is likely to introduce about 1% false negatives into the training set, which is low enough to justify our choice of this heuristic. This ratio can be thought of as a parameter that can be changed as our knowledge of the size and nature of the host-pathogen interactome improves.

The ratio, called class skew is an important factor in any machine learning method. The choice of this parameter determines the properties of the resultant model. A very balanced class skew of 1:1 will result in a model that is over-predictive i.e has a very high false positive rate when applied on the target task. On the other hand, a very skewed setting of 1:1000 could give a lower false positive rate but is likely to have a poor recall as compared to models with lower class skews. This parameter thus offers a trade-off between the precision and recall of the resultant model. Our choice of a class ratio of 1:100 will result in a higher recall as compared to models trained on higher class skews. It will however, have some false positives. From a statistical perspective, a model trained with a high class skew such as 1:1000 will capture the distribution of the negatives since they hugely outnumber the positives. Since the negative class examples are not true negatives, the goodness of a model which depends mostly on noisy negatives is debatable. Computationally, the time required for training a model increases as we increase the number of examples. In the case of a high class skew such as 1:1000, there will be thousand times as many examples as the number of positives.
2.5 Evaluating PPI prediction methods

Our criteria to evaluate PPI prediction methods, do not use accuracy which measures the performance on both the classes. Since our datasets are highly imbalanced with a large number of negative samples\(^1\), a na"ive classifier that always says “no” would still have a very high accuracy. We instead use precision and recall computed on the interacting pairs (positive class). These quantities are defined as follows:

\[
\text{Precision}(P) = \frac{\text{true positives}}{\text{predicted positives}}
\]

\[
\text{Recall}(R) = \frac{\text{true positives}}{\text{total true positives in data}}
\]

\[
\text{F-score} = \frac{2PR}{P+R}
\]

We also report the area under the precision recall curve (AUC-PR). AUC-PR has been shown to give a more informative picture of an algorithm’s performance than ROC curves in high class imbalance datasets\(^2\), such as ours. Note that the AUC-PR of a random classifier model on a dataset with class skew 1:100 is \(\approx 0.01\).

2.6 Motivation for multitask approaches

For a given disease, very little is known about PPIs between the pathogen and host proteins. However, such PPI data is available across many diseases, which leads us to ask the question: Can we model host-pathogen PPIs better by leveraging data across multiple diseases? This is of particular interest for lesser known disease where the data is really scarce. Figure\(^2\) illustrates this: while there are many bacteria with very few PPIs, we notice that there are PPIs from other closely related bacteria which can be exploited. Combining information from many pathogens will also allow us to learn models that generalize better across disease by modeling global phenomena related to infection. Newly arising diseases where no data is available can also be modeled, thereby allowing us to derive important initial understanding about them.

---

\(^1\)The positive:negative class ratio is 1:100
Chapter 3

Multi-Task Pathway-based Learning (MTPL)

To integrate interactions from several tasks (i.e, diseases), we propose a method [Kshirsagar et al., 2013] that exploits the similarity in the infection process across the diseases. In particular, we use the biological hypothesis that similar pathogens target the same critical biological processes in the host, in defining a common structure across the tasks. In this work we consider host-pathogen PPI where the host is fixed and the pathogens are various bacterial species (see Figure 3.2(A)). The host organism that we consider is human and the bacterial species are: Yersinia pestis, Francisella tularensis, Salmonella typhimurium, Escherichia coli and Bacillus anthracis. Figure 3.1 lists their various characteristics.

Some recent work on infectious diseases has alluded to the hypothesis that different pathogens target essentially the same critical biological processes in the human body. The analysis by Chen et al. [2012b] suggests that HIV infection shares common molecular mechanisms with certain signaling pathways and cancers. Dyer et al. [2008] study bacterial and viral interactions with human genes and find infection mechanisms common to multiple pathogens. Jubelin et al. [2010] show how various bacterial cyclomodulins target the host cell cycle. The study by Mukhtar et al. [2011a] on plant pathogens, in particular Arabidopsis concludes that pathogens from different kingdoms deploy independently evolved virulence proteins that interact with a limited set of highly connected cellular hubs to facilitate their diverse life cycle strategies. Figure 3.2(B) illustrates an example depicting the commonality in various bacterial species, where they are targeting the same biological pathways in their human host.

This biological hypothesis which we henceforth call the commonality hypothesis is exploited here to jointly learn PPI models for multiple bacterial species. We translate the hypothesis into a prior that will bias the learned models. We use a multi-task learning based approach, where each ‘task’ represents the protein interactions of one bacterial species with human. Our supervised learning based method jointly optimizes the prediction error over all tasks combined with a regularizer term that couples together all the tasks. The regularizer is a difference of histograms, with each histogram describing the distribution of host processes targeted by the various diseases. We use a convex concave procedure (CCCP) based algorithm to optimize this non-convex function. Our results indicate that introducing this ‘bias’ based on the biologically-derived hypothesis results in better predictive models.
Figure 3.1: Genealogy of the bacterial species (highlighted in blue), for which we develop PPI prediction models in this chapter. The gram stain and the diseases caused by each bacterial species are also shown in parenthesis.

3.1 Related work

Most of the prior work in PPI prediction has focused on building models separately for individual organisms [Chen and Liu, 2005, Wu et al., 2006, Singh et al., 2006, Qi et al., 2006] or on building a model specific to a disease in the case of host-pathogen PPI prediction [Tastan et al., 2009, Qi et al., 2009, Dyer et al., 2007, Kshirsagar et al., 2012]. The use of PPI data from several organisms has predominantly been in the form of (1) features derived from various PPI datasets (2) use of common structural properties of proteins across organisms [Wang et al., 2007] or (3) methods that narrow down predicted interactions in the organism of interest [Garcia et al., 2010]. Some of these methods use the concepts of “homologs”, “orthologs” and “interologs” to define a similarity measure between PPIs from various organisms [Garcia et al., 2010].

There has been little work on combining PPI datasets with the goal of improving prediction performance for multiple organisms. Qi et al. [2010] proposed a semi-supervised multi-task framework to predict PPIs from partially labeled reference sets. The basic idea is to perform multitask learning on a supervised classification task and a semi-supervised auxiliary task via a regularization term. Another line of work in PPI prediction [Xu et al., 2010] uses the Collective Matrix Factorization (CMF) approach proposed by Singh and Gordon [2008]. The CMF method learns models...
Figure 3.2: (A) Host-pathogen protein-protein interaction (PPI) prediction where the host is human and the pathogens are bacteria. (B) An example depicting the commonality in the bacterial attack of human proteins. Pathway-1 and pathway-3 (highlighted) represent critical processes targeted by all bacterial species.

for multiple networks by simultaneously factorizing several adjacency matrices and sharing parameters amongst the factors. Xu et al. [2010] use these ideas in their transfer learning setting, where the source network is a relatively dense interaction network of proteins and the objective is to infer PPI edges in a relatively sparse target network. To compute similarities between the nodes in the source and target networks, they use protein sequences and the topological structures of the interaction networks.

3.2 Approach

Multi-task learning is a family of machine learning methods that addresses the issue of building models using data from multiple problem domains (i.e ‘tasks’) by exploiting the similarity between them. The goal is to achieve performance benefits for all the tasks involved. This paradigm of building joint models has been applied successfully in many areas including text-mining, computer vision etc. Since bioinformatics datasets often represent an organism, a natural notion of a ‘task’ is an ‘organism’ – for example, [Widmer et al., 2010] use a multi-task learning approach for splice-site prediction across many organisms. They use phylogenetic trees to incorporate similarity between organisms (i.e tasks). For a survey of multi-task learning in computational biology, see [Xu and Yang, 2011].

Our multi-task learning method is based on the task regularization framework, which formulates the multi-task learning problem as an objective function with two terms: an empirical loss term on the training data of all tasks, and a regularization term that encodes the relationships between tasks. Equation (3.1) shows the general form of such an objective, the term \( R \) being the regularizer raised to the power \( p \) and with a \( q \)-norm. Evgeniou and Pontil [2004] introduced a popular regularizer in this...
framework that penalizes divergence of a task’s parameters from the mean parameter computed over all tasks.

\[
L = \sum_{i \in \text{tasks}} \text{Loss (task}_i) + \lambda \| R \|^p_q
\]  

(3.1)

We optimize this function by modifying the regularizer \( R \) to encode the biological hypothesis. Our approach differs greatly from prior work because we propose a technique to translate a problem-relevant biological hypothesis into a task-regularization based approach rather than applying existing general formalisms on a dataset. Our tasks try to capture a naturally occurring phenomenon. While our framework is developed in the context of a specific hypothesis, we also illustrate the incorporation of other hypotheses with an example. The key contributions of our work are:

- we present a novel way of combining experimental PPI data coming from several organisms
- we incorporate domain knowledge in designing a prior that causes the learned models to exhibit the requisite common structure across the tasks
- to optimize the resulting non-convex objective function, we implement a concave convex procedure based method

3.3 Datasets and features

For \( S. \) typhi we used the list of 62 interacting protein pairs reported in Schleker et al. [2012], which were obtained by the authors by manual literature curation. These interactions come from small-scale experiments. The other three PPI interactions datasets were obtained from the PHISTO database. Most of the reported interactions for these three bacterial species come from a single high-throughput experimental study [Dyer et al., 2010]. While F. tularensis, S. typhi and Y. pestis are gram-negative gamma-protobacteria, B. anthracis is a gram-positive bacteria. The number of unique proteins in each bacterial species, the sizes of all datasets and the number of all possible host-pathogen protein-pairs are listed in Table 3.1.

**Feature set**

For each protein-pair, we compute features, some of which use both proteins in the pair, while others are based on either the host protein or the pathogen protein. The following attributes of proteins were obtained from public databases: protein sequences from Uniprot [UniProt Consortium, 2011], gene ontology from GO database [Ashburner et al., 2000], gene expression from GEO [Barrett et al., 2011]. The features derived for each task (which we found to be useful) are listed in Table 3.2. In §2.3 we describe the features in detail.

Our features define a high dimensional and sparse space (the model size is listed in Table 3.1). Since our features are derived by integrating several databases, some of which are not complete, there are many examples and features with missing values. In our current work we eliminate all examples with more than 10% missing features. For the rest we use mean-value based feature imputation. Handling missing data effectively is an important aspect of the PPI prediction problem, however it is not the focus of this work. The remaining examples after elimination and imputation are also shown in Table 3.1.
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<table>
<thead>
<tr>
<th>Task</th>
<th>Features Used</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>B. anthracis</em></td>
<td>Protein sequence <em>k</em>-mers, Gene Ontology (GO) co-occurrence features, Gene expression features, human PPI network features</td>
</tr>
<tr>
<td><em>F. tularensis</em></td>
<td>Protein sequence <em>k</em>-mers, Gene Ontology (GO) co-occurrence features, Gene expression features, human PPI network features</td>
</tr>
<tr>
<td><em>Y. pestis</em></td>
<td>Protein sequence <em>k</em>-mers, Gene Ontology (GO) co-occurrence features, Gene expression features, human PPI network features</td>
</tr>
<tr>
<td><em>S. typhimurium</em></td>
<td>Protein sequence <em>k</em>-mers, Gene Ontology (GO) co-occurrence features, Gene expression features, human PPI network features, Interolog features, Domain interaction features, PFam interaction features</td>
</tr>
<tr>
<td><em>E. coli</em></td>
<td>Protein sequence <em>k</em>-mers, Gene Ontology (GO) co-occurrence features, Gene expression features, human PPI network features</td>
</tr>
</tbody>
</table>

Table 3.1: Characteristics of the datasets per task. Each task is human-X PPI, where *X* is the bacterial species (for brevity we only list the bacterial species involved). The number of bacterial proteins (size of proteome), the number of PPI and other statistics are shown.

*We only consider the ‘reviewed’ proteins set from UniprotKB

*Note: total no. of human proteins: 25596. ‘M’: million

<table>
<thead>
<tr>
<th></th>
<th><em>Bacillus anthracis</em></th>
<th><em>Francisella tularensis</em></th>
<th><em>Yersinia pestis</em></th>
<th><em>Salmonella typhimurium</em></th>
<th><em>E. coli</em></th>
</tr>
</thead>
<tbody>
<tr>
<td>Total no. of bacterial proteins</td>
<td>2321</td>
<td>1086</td>
<td>4600</td>
<td>3592</td>
<td>4003</td>
</tr>
<tr>
<td>No. of human-bacterial protein pairs</td>
<td>59.4 M</td>
<td>27.8 M</td>
<td>117.7 M</td>
<td>87.7 M</td>
<td>101 M</td>
</tr>
<tr>
<td>No. of known PPI</td>
<td>3073</td>
<td>1383</td>
<td>4059</td>
<td>62</td>
<td>32</td>
</tr>
<tr>
<td>No. of PPI with no missing features</td>
<td>655</td>
<td>491</td>
<td>839</td>
<td>62</td>
<td>32</td>
</tr>
<tr>
<td>Size of training data with class ratio</td>
<td>66155</td>
<td>49591</td>
<td>84739</td>
<td>6262</td>
<td>3232</td>
</tr>
<tr>
<td>Model size</td>
<td>694 k</td>
<td>469 k</td>
<td>886 k</td>
<td>349 k</td>
<td>128 k</td>
</tr>
</tbody>
</table>

Table 3.2: Features per task. Each task is human-X PPI, where *X* is the bacterial species (for brevity we only list the bacterial species involved). The details of each feature type are in [2, 3]
**Negative class examples** The interactions listed in the table form the positive class. Since there is no experimental evidence about proteins that do not interact, we construct the “non-interacting” (i.e negative) class using a technique commonly used in PPI prediction literature. Please refer to Section §2.4 for details.

**Analysing the known interactions**

We analyse the known host-pathogen interactions from our datasets. This analysis also motivates our choice of a multi-task approach that uses a pathway-based similarity across tasks. The known PPIs are compared across datasets in two ways: (a) pathway enrichment and (b) presence of interologs.

(a) The human proteins involved in each interaction dataset are used to obtain the human pathways that are enriched. We use Fisher’s test (based on the hypergeometric distribution) to compute the p-value of each pathway. We plot these p-values for each pathway, and for each dataset in the form of a heat-map shown in Figure 3.3. The heatmap shows how there are several commonly enriched pathways across the datasets (the black vertical lines spanning all 4 rows). It also shows the difference in the enrichment for the S. typhi dataset which comes from small-scale PPI experiments.

![Heatmap showing pathways enriched in each bacterial-human PPI interactions dataset.](image)

Figure 3.3: Heatmap showing pathways enriched in each bacterial-human PPI interactions dataset. The horizontal axis represents the pathways (about 2100 of them) and the vertical axis represents the 4 datasets. Each entry in the heat-map represents the p-value of a pathway w.r.t one dataset. Darker values represent more enrichment. The black columns that span across all 4 rows show the commonly enriched pathways.

(b) We analyse the similarity between the PPIs from various datasets. A natural way to determine similarity is to check if proteins known to interact in one dataset have homologous proteins that are also interacting in another dataset. Such pairs of proteins, also called “interologs” are defined as a quadruple of proteins $A, B, A', B'$, where $A \leftrightarrow B$ (interaction) and $A' \leftrightarrow B'$. Further, $A, A'$ are homologs and $B, B'$ are also homologs. The number of such interologs existing between the four datasets is shown in Table 3.3. To compute homologs of a protein, we used BLASTP sequence alignment with an e-value cut off of 0.1. As evident from Table 3.3, there are very few interologs across the bacterial PPIs. None of the high-throughput datasets have an interolog in the small-scale S. typhi dataset. This seems to indicate that interolog-based approaches to compute task-similarity are not relevant here. The phenomenon
governing the similarity of these host-pathogen interactions is probably at a much higher level, rather than at the level of individual proteins. We explore one such possibility – the ‘commonality hypothesis’.

### 3.4 The objective function and optimization

In this section we describe how we incorporate the commonality hypothesis into our multi-task classification framework formulating it as an optimization problem.

We consider each human-bacteria PPI prediction problem as one task. The prediction problem is posed as a binary classification task, with each instance \( x^i \) being a pair of proteins \(<b, h>\), where one protein is the bacterial protein ‘\( b \)’ (e.g. \( Y. pestis \)) and the other ‘\( h \)’ is the host protein (i.e human). The class-label \( y^i \in \{+1, -1\} \) represents interacting and non-interacting proteins respectively. Features are defined for every protein-pair using various properties of the individual proteins and combining them all into a single feature vector. The positive class in our training data comprises the known human-bacterial PPI which are obtained from databases like PHISTO [Tekir et al., 2012]. The construction of the negative-class data is explained in §2.4.

Our objective is to minimize the empirical error on the training data while favoring models that are biased toward the commonality hypothesis. To achieve this, we use a bias term in the form of a regularizer in our objective function. For brevity and without loss of generality, we will henceforth refer to each human-bacteria PPI prediction problem as a ‘task’\(^1\).

Our method first combines all tasks in a pairwise manner, and finally aggregates the output from the pairwise models. Let \( \mathcal{T} = \{T_i\}_{i=1}^m \) be the set of tasks to be combined, where \( m \) is the number of tasks. Consider two tasks \( T_s \) and \( T_t \). Let the training data for the task \( T_s \) be \( X_s = \{x^i_s \mid i = 1 \ldots n_s\} \) where each example \( x^i_s \in \mathbb{R}^{d_s} \). Similarly, the training data for \( T_t \) is \( X_t = \{x^i_t \mid i = 1 \ldots n_t\} \) where \( x^i_t \in \mathbb{R}^{d_t} \). \( n_s \) and \( n_t \) are the number of training examples and \( d_s \) and \( d_t \) denote the number of features in the two tasks. Let \( w_s \in \mathbb{R}^{d_s} \), \( w_t \in \mathbb{R}^{d_t} \) represent the parameter vectors i.e the models for the two tasks. We now describe how we combine these two tasks. [3.4] will show how such pairwise models are aggregated.

---

\(^1\)We will also refer to a task by the name of the bacterial species only, since the host species i.e human is common across all tasks.
The pathway-based objective: Biologists often represent the set of human proteins involved in a particular biological process by a graph called a “biological pathway.” One such example, the “glucose transport pathway” in human, is shown in Figure 3.4. In order to use this pathway construct, we revise our hypothesis to: proteins from different bacterial species are likely to interact with human proteins from the same biological pathway. Figure 3.2(B) illustrates an example where this hypothesis holds. The pathway information for each human protein can be obtained from pathway databases like Reactome [Matthews et al., 2008] and PID [Schaefer et al., 2009]. While pathways are generally represented as graphs, for our current work we do not use the edges. We treat a pathway as a set of proteins – a human protein $h$ can be a member of several pathways depending on the biological processes it is involved in.

Let $N$ be the total number of pathways in human. For a protein-pair $i = <b, h>$, let $p^i \in \{0, 1\}^N$ be the binary ‘pathway vector’ indicating the pathway membership of $h$.

The commonality hypothesis suggests that the pathway memberships of human proteins from interactions should be similar across tasks. We define a pathway-summary function $S$, which aggregates all pathway vectors for a given task $T_s$. Since our hypothesis is about interactions, we only consider pathway vectors of positive examples. Let $X^+_s, X^+_t$ represent the set of positive examples from tasks $T_s$ and $T_t$; let $n^+_s, n^+_t$ be their sizes. In Figure 3.5 we depict the aggregation done by $S$. Mathematically, we have

$$S(T_s) = \frac{1}{n^+_s} \sum_{i \in X^+_s} p^i \cdot I_{pos}(w^Ix^i)$$

(3.2)

where $p^i$ is the pathway vector for example $i$, and $I_{pos}(z) = I(z > 0)$. $S$ sums up the pathway vectors of examples predicted to be positive. We normalize using $n^+_s$ to compensate for the different dataset sizes across tasks.

Let $P_s = \{p^i_s \mid i = 1 \ldots n^+_s\}$ be a matrix containing all pathway vectors for positive examples from task $T_s$. Analogously, $P_t \in \{0, 1\}^{N \times n^+_t}$ is a matrix for the positive examples from task $T_t$. Matrices $P_s$ and $P_t$ are constant matrices and are known apriori. Let $S(T_s)$ and $S(T_t)$ be the pathway summaries of the tasks. We want to penalize the dissimilarity between these summaries. Our objective function thus has the following
general form:

$$L(w_s, w_t) = l(w_s) + l(w_t) + \lambda \| R \|_2^2 + \sigma \left( ||w_s||_2^2 + ||w_t||_2^2 \right)$$  \hspace{1cm} (3.3)$$

where \( R = S(T_s) - S(T_t) \).

Here \( l(w_s) \) and \( l(w_t) \) can be any convex loss functions computed over the two tasks. We use logistic loss in our work based on prior experience with PPI datasets. The last two \( \ell_2 \) norms over the parameter vectors \( w_s \) and \( w_t \) control over-fitting. The parameters \( \lambda \) and \( \sigma \) take positive values.

Figure 3.5: A schematic illustrating the pathway summarizing function \( S \) for a task \( T_1 \). On the left are the examples from the input predicted to be positive, indicated by \( X^+ \). The matrix \( P \) has the pathway vectors for each example in \( X^+ \). The summary function aggregates the pathway vectors to get the distribution.

The indicator function \( I_{pos} \) is non-differentiable. So we approximate \( I_{pos} \) with the exponential function which is a convex upper bound of the indicator function and will make optimization easier. Let \( \phi(z) = e^{z/C} \), where \( C \) is a positive constant. This function, for various values of \( C \) has been plot in Figure 3.6. Small positive values of \( z = w^T x^+ \) indicate positive-class predictions that are closer to the decision boundary of the classifier. Examples predicted to be positive with a high confidence have a large \( z \). With varying values of \( C \), the function \( \phi \) gives varying importance to predictions based on their classifier confidence ‘\( z \)’. Negative values of \( z \) which correspond to examples predicted to be negative, are given close to zero importance by \( \phi \). The choice of an appropriate \( C \) is important so as to ensure the proper behaviour of the summary function \( S \). A steeply increasing curve \( (C=1) \) is undesirable as it will assign too much weight to the summary from those examples. We chose a moderate value of \( C=30 \) for our experiments.

Replacing \( I_{pos} \) by \( \phi \) in equation 3.2 our summary function \( S \) becomes:

$$S(T_s) = \frac{1}{n_s} \sum_{i \in X_s^+} p_s^i \phi(w_s^T x_s^i)$$  \hspace{1cm} (3.4)$$

Putting everything together in equation 3.3 our objective with the logistic loss
terms, the pathway summary function and the $\ell_2$ regularizer terms has the form:

$$L(w_s, w_t) = \sum_{i=1}^{n_s} \log (1 + e^{-w_s^i x_i^s}) + \sum_{j=1}^{n_t} \log (1 + e^{-w_t^j x_j^t}) +$$

$$\lambda \left\| \frac{1}{n_s} \sum_{i \in X_s^+} p_s^i \phi(w_s^i x_i^s) - \frac{1}{n_t} \sum_{j \in X_t^+} p_t^j \phi(w_t^j x_j^t) \right\|_2^2 + R_{\ell_2}(w_s, w_t)$$

(3.5)

where $R_{\ell_2}(w_s, w_t) = \sigma (\|w_s\|_2^2 + \|w_t\|_2^2)$

Solving the optimization problem

The objective in equation (3.5) is non-convex, and with some algebraic simplifications we can reduce it to a difference of convex functions (DC). To optimize this function, we implement the CCCP (Concave Convex procedure) algorithm which was originally introduced by [Yuille and Rangarajan 2003]. We tried to optimize it directly using L-BFGS, but found that the objective does not decrease consistently.

Below, we show the reduction to difference of convex functions. The first two log-loss terms (we abbreviate them henceforth as $\ell(w_s, w_t)$) and the last $R_{\ell_2}$ term are all convex and do not pose any problem with optimization.

**Proposition 1.** The objective (3.5) is a difference of convex functions.

$$L(w_s, w_t) = F(w_s, w_t) - G(w_s, w_t)$$

(3.6)

**Proof.** Expanding the pathway vectors $p_s^i$ and $p_t^j$ and rewriting equation (3.5) we get:

$$L = \ell(w_s, w_t) + R_{\ell_2}(w_s, w_t) + \lambda \sum_{k=1}^{N} \left( \frac{1}{n_s} \sum_{i \in X_s^+} p_s^{ki} \phi(w_s^i x_i^s) - \frac{1}{n_t} \sum_{j \in X_t^+} p_t^{kj} \phi(w_t^j x_j^t) \right)^2$$

$$L = \ell(w_s, w_t) + R_{\ell_2}(w_s, w_t) + \lambda \sum_{k=1}^{N} (f_k - g_k)^2, \text{ where}$$

$$f_k = \frac{1}{n_s} \sum_{i \in X_s^+} p_s^{ki} \phi(w_s^i x_i^s) \text{ and } g_k = \frac{1}{n_t} \sum_{j \in X_t^+} p_t^{kj} \phi(w_t^j x_j^t).$$

(3.7)

Note that $f_k$ and $g_k$ are non-negative convex functions. This follows because $\phi(z) = e^{z/C}$ is a positive convex function and the matrices $P_s$ and $P_t$ are non-negative by
construction. \( f_k \) and \( g_k \) are both thus positive linear combinations of convex functions and hence convex. We now decompose the squared term in equation (3.7) as follows.

\[
\sum_{k=1}^{N} (f_k - g_k)^2 = \sum_{k=1}^{N} 2(f_k^2 + g_k^2) - \sum_{k=1}^{N} (f_k + g_k)^2
\]  

(3.8)

We further observe that \( f_k^2 \) is convex. To derive this, we use the following proposition: a composition of a monotonically increasing convex function and a convex function is still convex. The square function \( h(z) = z^2 \) is a monotonically increasing function for \( z \geq 0 \), thus the composition with \( f_k \) (i.e. \( h(f_k) \)) is also convex by the positivity of \( f_k \). Analogously, \( g_k^2 \) is also convex. Further, \( (f_k + g_k)^2 \) is also convex by the same argument. Substituting (3.8) back into equation (3.7) we get our result.

\[
L = \left[ \ell(w_s, w_t) + R_{\ell_2}(w_s, w_t) + \lambda \sum_{k=1}^{N} 2(f_k^2 + g_k^2) \right] - \left[ \lambda \sum_{k=1}^{N} (f_k + g_k)^2 \right]
\]  

(3.9)

To optimize this function, we use a CCCP (Concave Convex procedure) algorithm [Yuille and Rangarajan, 2003], similar to the approach from [Yu and Joachims, 2009] used for learning structural SVMs. The idea is to compute a local upper bound on the concave function \(-G\) and instead of optimizing \( L \) from equation (4) directly, use an approximation based on the upper bound of \(-G\). Equation (7) shows this function \( L_{\text{approx}} \). Let \( w \) represent the concatenation of the two parameter vectors \( w_s \) and \( w_t \). Let \( w^k \) be the \( k \)-th iterate. We have from Taylor’s first order approximation that

\[
-\frac{\partial}{\partial w} G(w) \leq -\frac{\partial}{\partial w} G(w^k) + (w - w^k)\nabla G \quad \text{for all} \quad w.
\]

This allows us to obtain the following approximation which we get by substituting the above bound in place of \(-G\) in equation (3.6):

\[
\min_w L_{\text{approx}}(w) = \min_w \left[ F(w) - G(w^k) + (w - w^k)\nabla G \right]
\]

\[
= \min_w \left[ F(w) + w^\top \nabla G \right],
\]  

(3.10)

since \( w^k \) is a constant. The optimization problem in equation (3.10) is now convex and can be solved using conventional techniques like L-BFGS, conjugate gradient etc. The outline of our CCCP based procedure is shown in Listing [].

Yuille and Rangarajan [2003] show that such a CCCP based algorithm is guaranteed to decrease the objective function at every iteration and to converge to a local minimum or saddle point. We observe a similar behaviour in our experiments. Computationally, this algorithm is efficient since the regularizer works on a subset of the data - only the positive examples which are a small fraction of the complete training data.

**Stopping criteria:** The convergence criterion for algorithm [1] is: \( \delta < \tau \), where \( \tau \) is a threshold. We used \( \tau = 1 \) in our experiments. Smaller values required a very long time to convergence. The inner optimization (line # 5) which uses L-BFGS had a convergence threshold of 0.0001. This step took more iterations initially and fewer iterations getting closer to convergence.
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Algorithm 1: CCCP procedure

1: Initialize $w = w^0$
2: repeat
3: Compute $\nabla G$ using $w^k$
4: Compute current value $L_{approx}$
5: Solve $w^{k+1} = \arg\min_w [F(w) + w^\top \nabla G]$
6: Set $k = k + 1$
7: Compute new value $L'_{approx}$
8: $\delta = L_{approx} - L'_{approx}$
9: until $\delta < \tau$

Combining pairwise models

In the previous sections, we described how we combine two tasks. In particular, equation (3.5) involves pairwise learning which results in two models $w_s$ and $w_t$. Since our current framework can combine only two tasks at a time, for $m$ tasks we perform $\binom{m}{2}$ pairwise learning experiments and then combine their outputs. Each task will thus have $m - 1$ models as a result of pairing up with each of the other tasks.

Let the set of models for task $T_s$ be $M_s = \{w_{s1}, w_{s2} \ldots w_{sm-1}\}$. We treat $M_s$ as an ensemble of models for this task and aggregate the output labels from all models to get the final labels on the test data. Let the output labels from each model for a given test instance $x$ be $O_x = \{o_1, o_2 \ldots o_{m-1}\}$. Then the final output label $y$ is computed by taking a vote and checking if it crosses a threshold:

$$y = \begin{cases} 1 & \text{if } (\sum_{o_j} I(o_j = 1)) \geq v \\ -1 & \text{otherwise} \end{cases}$$

where $v$ is a vote-threshold that should be crossed in order for the label to be positive. In our experiments, we found that the predictions for $T_s$ from all models in $M_s$ overlapped greatly. Hence we used $v = 1$ which implies that $x$ is an interaction if any one of our 4 tasks labels it as such.

3.5 Experiments

We use 10 fold cross-validation (CV) to evaluate the Precision, Recall and F-score of all algorithms (refer to [2.5]). The baselines that we compare against are briefly described below.

**Single Task Learning (STL):** We train models independently on each task using two standard classifiers: Support Vector Machines and Logistic regression with $\ell_1$ and $\ell_2$ regularization. We used LibLinear [Fan et al., 2008] for these experiments and found that logistic regression with $\ell_1$ regularization performs the best across all tasks. For conciseness, we report only the best model’s performance.

**STL with pathway features (STL Path.):** This baseline incorporates the pathway information from the pathway vectors $p^i$ as features. For each example $i$, the feature vector is appended by the pathway vector $p^i$. While our method uses the pathway
vectors only for the positive class examples (via the matrices $P_s$ and $P_t$), this baseline uses the pathway information for all examples via features. The performance of this baseline will indicate whether using raw pathway information without incorporating any biologically relevant coupling does well. We learn independent models for each task as before, and find that logistic regression with $\ell_1$ regularization does the best (only these results are reported).

**Coupled models:** This baseline was implemented so as to couple the regularizer parameter across two tasks thereby keeping the basic framework similar to that in our technique. To achieve this we optimize the function in equation (3.12) and use the L-BFGS implementation from Mallet. Note that the previous baseline has separate regularization parameters for each task.

$$L = \sum_{i=1}^{n_s} \log (1 + e^{-w_s^T x_i^s y_i^s}) + \sum_{j=1}^{n_t} \log (1 + e^{-w_t^T x_j^t y_j^t}) + \sigma (\|w_s\|_2^2 + \|w_t\|_2^2)$$  \hspace{1cm} (3.12)

**Mean MTL:** This is a logistic regression-based implementation of the multi-task SVM model proposed by [Evgeniou and Pontil 2004]. The important feature of this work is the use of a regularizer that penalizes the difference between a model and the “mean” model formed by averaging over models from all $m$ tasks. In the original paper, the loss functions $l(w_i)$ were all hinge-loss. Since we find that logistic-regression does better on our datasets, we replaced the original hinge loss function by logistic loss. The objective we use is shown in equation (3.13).

$$L = \sum_{i=1}^{m} l(w_i) + \lambda \sum_{i=1}^{m} \left\| w_i - \frac{1}{m} \sum_j w_j \right\|_2^2 + \sigma \sum_{i=1}^{m} \|w_i\|_2^2$$  \hspace{1cm} (3.13)

**L1/L2 regularization:** Another way to combine tasks using their common features is by minimizing the $\ell_1/\ell_2$ norm over the feature matrix $W = [w_1 \ldots w_m]$. The sparsity constraints due to the $\ell_1$ norm decouples the rows of $W$ allowing the selection of a subset of the features to regress upon. The $\ell_2$ norm couples together the columns (i.e. the $w_i$s), as a consequence of which coefficients for a particular feature jointly remain non-zero across all $m$ tasks.

$$L = \sum_{i=1}^{m} l(w_i) + \lambda \|W\|_{\ell_1/\ell_2}$$  \hspace{1cm} (3.14)

where $W = (w_{ij})$ with $1 \leq i \leq d, \; 1 \leq j \leq m$. The rows represent the $d$ common features across all tasks. The columns representing the $m$ task-specific parameter vectors $w_i$.

The term $\|W\|_{\ell_1/\ell_2} = \sum_{i=1}^{d} \|w_i\|_2$ is the block $\ell_1/\ell_2$ norm. The regularization parameter $\lambda$ controls the enforcement of the $\ell_1/\ell_2$ group-structure. The parameter range that gave the best performance on the held-out data was $[10^{-4}, 10^{-7}]$. This was used to compute the performance on the test data.

**Multi-task pathway based learning (MTPL):** This refers to our technique, which minimizes the sum of logistic loss over the two tasks with an $\ell_2$ regularization penalizing the difference between the pathway summaries. We train two tasks at a time...
and compute the performance for each task. Since we have four tasks, there are six such pairwise learning experiments in all. While evaluating performance during 10 fold CV, we obtain the F1 on one fold of a task $T_i$ by averaging the F1 across all pairwise learning experiments that involve $T_i$ (see Section 3.4 for details). The final CV performance reported in our results is an average over 10 folds.

### Hyper-parameter tuning

We followed an identical procedure for all algorithms. For the 10 fold CV experiments we train on eight folds, use one fold as held-out and another as test. The optimal parameters (i.e the best model) was obtained by parameter tuning on the held-out fold. The test fold was used to evaluate this best model - these results are reported in Section 3.6. The range of values we tried during the tuning of the regularization parameter ($\lambda$) were: 150 to $10^{-4}$. For $\sigma$ - the parameter controlling overfitting in MTPL, we used a fixed value of $\sigma = 1$. For MeanMTL we tune both $\lambda$ and $\sigma$. To handle the high class imbalance in our data, we used a weight-parameter $W_{pos}$ to increase the weight of the positive examples in the logistic loss terms of our function. We tried three values and found $W_{pos} = 100$ performed the best on training data.

### 3.6 Results and Discussion

#### Overall performance

Table 3.4 reports for each bacterial species, the average F1 along with the standard deviation for the 10 fold cross validation (CV) experiments. The performance of all baselines is very similar, and our method outperforms the best of the baselines by a margin of 4 points for $B. \text{anthracis}$, 3.4 points for $F. \text{tularensis}$ and 3.2 points for $Y. \text{pestis}$ and 3.3 for $S. \text{typhi}$. The overall performance of all methods on this dataset is twice as good as that on the others. We believe that the difference in the nature of the datasets might explain the above observations. While the $S. \text{typhi}$ dataset comprises small-scale interaction studies, the other datasets come from high-throughput experiments. Due to its smaller size it has less variance making it an easier task. This dataset is also likely to be a biased sample of interactions, as it comes from focused studies targeting select proteins.

<table>
<thead>
<tr>
<th>METHOD</th>
<th>$B. \text{anthracis}$</th>
<th>$F. \text{tularensis}$</th>
<th>$Y. \text{pestis}$</th>
<th>$S. \text{typhi}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>STL</td>
<td>27.8 ± 4.0</td>
<td>25.7 ± 5.4</td>
<td>28.8 ± 4.0</td>
<td>72.5 ± 11.4</td>
</tr>
<tr>
<td>STL PATH</td>
<td>26.5 ± 4.7</td>
<td>26.1 ± 6.9</td>
<td>26.7 ± 4.3</td>
<td>69.1 ± 12.7</td>
</tr>
<tr>
<td>COUPLED</td>
<td>27.0 ± 3.9</td>
<td>25.5 ± 5.0</td>
<td>27.9 ± 3.4</td>
<td>69.8 ± 12.4</td>
</tr>
<tr>
<td>MEAN MTL</td>
<td>25.2 ± 4.9</td>
<td>26.7 ± 4.0</td>
<td>27.5 ± 6.3</td>
<td>69.4 ± 12.1</td>
</tr>
<tr>
<td>L1/L2 REG</td>
<td>31.2 ± 3.7</td>
<td>30.6 ± 6.7</td>
<td>32.0 ± 3.9</td>
<td>73.1 ± 16.9</td>
</tr>
<tr>
<td>MTPL</td>
<td>32.0 ± 3.9</td>
<td>30.1 ± 5.8</td>
<td>32.1 ± 2.5</td>
<td>75.8 ± 12.1</td>
</tr>
</tbody>
</table>

Table 3.4: Averaged 10 fold cross-validation performance for all methods for a positive:negative class ratio of 1:100. Accuracy is reported as the F1 measure computed on the positive class. The standard deviation over the 10 folds is also reported.
The coupled learner (Coupled) performs slightly worse than STL. This is explained by the fact that STL has more flexibility in setting the regularization parameter for each task separately which is not the case in Coupled. It is interesting to note that the independent models that use the pathway matrices $P_s$ and $P_t$ as features (i.e STL Path) show a slightly worse performance than STL that does not use them. This seems to suggest that the cross-task pathway similarity structure that we enforce using our regularizer has more information than simply the pathway membership of proteins used as features.

**Precision Recall curves from 10 fold CV results**

We plot the recall vs the precision obtained by our method, MTPL on the 4 tasks in Figure 3.7. We used the results from the 10 fold CV experiments. The classifier score for each test instance was aggregated from the various pairwise models a manner similar to what is explained in §3.4. Let the classifier scores (i.e $w^T x$) from each model for a given test instance $x$ be $\{s_1, s_2, \ldots s_{m-1}\}$. The aggregated multi-task classifier score of $x$ is given by:

$$s(x) = \begin{cases} 
\max_i s_i, & \text{if } (\sum_i I(s_i \geq 0)) \geq 1 \\
\min_i s_i, & \text{otherwise}
\end{cases} \quad (3.15)$$

The classifier threshold was then varied and the precision (P), recall (R) were computed for each threshold. The final curve was obtained by aggregating the P-R curves from each of the ten folds.

![Figure 3.7: Precision-Recall curves for MTPL for all tasks](image)
**Pairwise model performance of MTPL**

<table>
<thead>
<tr>
<th>Pairwise tasks</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Task-1, Task-2</strong></td>
<td></td>
</tr>
<tr>
<td><em>B. anthracis, F. tularensis</em></td>
<td>31.4</td>
</tr>
<tr>
<td><em>B. anthracis, S. typhi</em></td>
<td><strong>32.0</strong></td>
</tr>
<tr>
<td><em>B. anthracis, Y. pestis</em></td>
<td>31.6</td>
</tr>
<tr>
<td><em>F. tularensis, S. typhi</em></td>
<td>30.3</td>
</tr>
<tr>
<td><em>F. tularensis, Y. pestis</em></td>
<td>30.0</td>
</tr>
<tr>
<td><em>S. typhi, Y. pestis</em></td>
<td>74.2</td>
</tr>
</tbody>
</table>

Table 3.5: F1 computed during 10 fold cross-validation of various pairwise models from MTPL. Positive : negative class ratio was 1:100. The best F1 achieved for each task (i.e for each bacterial species) is shown in bold. For example, *B. anthracis* has the best performance of 32 when it is coupled with *S. typhi*.

**Pairwise performance of tasks in MTPL**

The previous section gave a summary of the aggregated performance of MTPL for every task. Here we present the performance of every pairwise learning experiment of MTPL in Table 5. This gives an idea of how various tasks benefit from being paired up with other tasks.

For each task, we check the task-pairing that gave the best performance (best F1 for each task is shown in bold). For instance, the best F1 of 32.3 for *Y. pestis* was obtained in the pairwise model learned with *S. typhi*. It is evident that coupling a model with one additional task seems to improve the performance over the baseline.

**Feature importance across tasks**

To get an understanding of inter-task model similarity, we compared the parameter vectors ‘w’ of all tasks with each other (each w was learned on the entire training data). Since the number of features is very large, we computed the cosine similarity between them. Note that we only use features which are common across tasks for this comparison. Gene expression features for instance were not used as they vary with regards to the number of expression time-points, the experiment protocol etc.

We found that the feature weights vary greatly across models – the cosine similarity ranges between 0.1 to 0.13. We also analyzed which features had the highest absolute weight. We found that the node-degree feature (computed using the human PPI graph) has a very high positive weight across all tasks. Gene expression features have large negative weights across all tasks. In general, the GO and protein sequence based n-gram features have very different weights across tasks.

This seems to imply that having similar parameter values across models is not particularly important for this multi-task problem. This explains why one of our baselines: the Mean-MTL method which penalizes differences between parameter vectors, does not perform very well. Instead, regularization using the pathway sum-
maries seems key in giving a better performance.

**Sparsity of weights:** We use $\ell_2$ regularization in our optimization function, which does not produce very sparse weight vectors. We observe that about 50% of the features have 0 weight in all tasks. About 75 - 80% of the features have small weights in the range of (0.001, -0.001).

**Analysis of predictions**

The F1 measure gave us a quantitative idea of the performance of each method on training data. In this section, we present a qualitative analysis of the new interactions that our models predict. We first construct, for each task ‘$T_t$’, a random set $R_t$ of protein pairs that is disjoint from the training dataset. We train the pairwise models on the training data and obtain predictions on $R_t$. The method described in Section 3.4 is used to aggregate predictions from all pairwise models. The subset of $R_t$ labeled as ‘positive’ is used for the analysis described below.

**Enriched human pathways:** We perform enrichment analysis on the human pathways from the positive predictions of MTPL. We use Fisher’s exact test with the hyper-geometric distribution. We intersect the top enriched pathways that satisfy $p$-value $\leq 1e-07$ from each task to get the commonly enriched pathways. The sizes of the various intersections are shown in Figure 3.8. 17 pathways are commonly enriched across all four tasks. 104 pathways are enriched across the three high-throughput datasets - which is a significant fraction of the total number of pathways considered. This result indicates that the bias produced by our regularizer does produce predictions satisfying the commonality hypothesis.

![Figure 3.8: The intersection of enriched human pathways from predicted interactions.](image)

The total number of enriched pathways for each bacterial species are: *B. anthracis*: 250, *F. tularensis*: 164, *Y. pestis*: 400 and *S. typhi*: 40. The size of the intersection between all tasks’ enriched pathways is: 17. The size of this intersection for the high-throughput datasets (excluding *S. typhi*) is much larger: 104.

**Comparing enriched pathways: gold-standard vs. predicted**

We also analyze the overlap between the pathways enriched in the gold-standard positives and those enriched in the predictions. See Figure 3.9. For both enrichment computation, the human genes from the interactions are considered. We used Fisher’s
exact test and a p-value cut-off of $10^{-7}$. The filled circles on the left of each intersection represent the enriched pathways in the predictions. The empty circles on the right show the enriched pathways in the training data. We can see that there are several new pathways enriched in the predictions as compared to those enriched in the gold-standard data.

![Figure 3.9: Enrichment intersection between training PPIs and predicted PPIs. Cut-off used for enrichment: $10^{-7}$.](image)

Table 3.6 shows the 17 pathways commonly enriched from predictions across all bacterial datasets. The “Integrin alpha Iib beta3 ($\alpha$IIb$\beta$3) signaling” pathway is enriched only in $B.\ anthracis$ and $Y.\ pestis$ in the training data. However, in the predictions it is enriched in all four bacterial datasets. Integrin-$\alpha$IIb$\beta$3 is a trans-membrane receptor expressed in mast cells and plays an important role in innate immune responses against pathogens.

### Incorporating other biological hypotheses

The regularizer in equation (3.5) uses the pathway information matrix to enforce pathway level similarity. The matrix can be used to represent any other common structure. For example, consider the hypothesis - all pathogens target hub proteins in the host, which implies that bacterial proteins are often found to interact with host proteins that have a high node degree in the PPI network of the host. We tried two variants to incorporate this hypothesis - (a) we identify “hubs” in the human PPI graph and use the binary vectors $p^i$ as an indicator of the “hub” protein targeted by the bacterial protein (b) instead of a discrete ‘hub’ / ‘not hub’ indicator we use $p^i$ to represent the node-degree (each component of $p^i$ represents one node-degree bin say [10 - 20]).
Adaptive Immune System
Developmental Biology
E-cadherin signaling events
E-cadherin signaling in the nascent adherens junction
Glypican pathway
Immune System
Integrin alphaIIb beta3 signaling
Integrin cell surface interactions
L1CAM interactions
N-cadherin signaling events
Platelet activation, signaling and aggregation
Platelet Aggregation (Plug Formation)
Posttranslational regulation of adherens junction stability and disassembly
Signalling by NGF
Signal Transduction
Stabilization and expansion of the E-cadherin adherens junction
TNF alpha/NF-kB

Table 3.6: The 17 commonly enriched pathways in the predicted interactions from MTPL.

found that using (a) gives us an improvement of up to 2.5 F points over the baseline methods.

3.7 Unified multi-task pathway objective (U-MTPL)

The method presented in the previous sections integrates multiple tasks in a pairwise manner, and does not scale well while integrating several PPI datasets as we have to solve one optimization problem per task pair. For $m$ tasks this means $O(m^2)$ pairwise regularization problems to solve. The most straightforward way of extending equation 3.3 to learning $m$ tasks simultaneously involves loss terms for each of the tasks and $m(m-1)$ regularizer terms. Let $w_t$ represent the parameters of task $T_t$, and $\mathcal{T}$ is the set of all tasks. The unified objective can then be expressed as:

$$L(w_1, w_2 \ldots w_m) = \sum_{t=1}^{m} l(w_t) + \sum_{T_s, T_t \in \mathcal{T}} \lambda_{st} \|S(T_s) - S(T_t)\|_2^2 + \sigma \sum_{t=1}^{m} \|w_t\|_2^2 \quad (3.16)$$

The summary function $S(T_t)$ is as defined in equation 3.4. Here, $\lambda_{st}$ is the hyper-parameter controlling how tightly the two corresponding tasks should be coupled together. Task pairs that are very similar to each other should have a higher value for $\lambda_{st}$.

This formulation has the advantage of learning all parameters simultaneously and does not require the final model-aggregation step that the pairwise model needs (Section 3.4). The drawback is the growth of the hyper-parameter space. There are $O(m^2)$ hyper-parameters: $\lambda_{st}$, and searching for the best combination of these task-pair similarities requires a search over a grid in $\mathbb{R}^{m^2}$. 
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Table 3.7: Performance on four tasks. Averaged F-score from a 10 fold cross-validation. The standard deviation over the 10 folds is also reported.

<table>
<thead>
<tr>
<th>METHOD</th>
<th>B. anthracis</th>
<th>F. tularensis</th>
<th>Y. pestis</th>
<th>S. typhi</th>
</tr>
</thead>
<tbody>
<tr>
<td>INDEP.</td>
<td>27.8 ± 4</td>
<td>25.7 ± 5.4</td>
<td>28.8 ± 4</td>
<td>72.5 ± 11.4</td>
</tr>
<tr>
<td>MEAN MTL</td>
<td>25.2 ± 4.9</td>
<td>26.7 ± 4</td>
<td>27.5 ± 6.3</td>
<td>69.4 ± 12.1</td>
</tr>
<tr>
<td>L1/L2 REG.</td>
<td>31.2 ± 3.9</td>
<td><strong>30.6 ± 7.1</strong></td>
<td>31.9 ± 4</td>
<td>73 ± 17.8</td>
</tr>
<tr>
<td>MTPL</td>
<td><strong>32 ± 3.9</strong></td>
<td>30.1 ± 5.8</td>
<td>32.1 ± 2.5</td>
<td>75.8 ± 12.1</td>
</tr>
<tr>
<td>U-MTPL</td>
<td>31.7 ± 4</td>
<td>30.1 ± 6.6</td>
<td><strong>32.5 ± 3</strong></td>
<td>76.1 ± 11.6</td>
</tr>
<tr>
<td>U-MTPL PHY</td>
<td>31.7 ± 4.2</td>
<td>29.6 ± 7.5</td>
<td>31.9 ± 3</td>
<td><strong>76.4 ± 12</strong></td>
</tr>
</tbody>
</table>

Table 3.8: Averaged 10 fold cross-validation performance for all methods for a positive:negative class ratio of 1:100. Accuracy is reported as the F1 measure computed on the positive class. The standard deviation over the 10 folds is also reported.

<table>
<thead>
<tr>
<th>METHOD</th>
<th>B. anthracis</th>
<th>F. tularensis</th>
<th>Y. pestis</th>
<th>S. typhi</th>
<th>E. coli</th>
</tr>
</thead>
<tbody>
<tr>
<td>STL</td>
<td>27.8 ± 4.0</td>
<td>25.7 ± 5.4</td>
<td>28.8 ± 4</td>
<td>72.5 ± 11.4</td>
<td>73.7 ± 18.1</td>
</tr>
<tr>
<td>L1/L2 REG.</td>
<td>30.8 ± 3.9</td>
<td>30.1 ± 5.9</td>
<td><strong>32.2 ± 3.5</strong></td>
<td>71.0 ± 16.9</td>
<td><strong>79.2 ± 14.5</strong></td>
</tr>
<tr>
<td>MTPL</td>
<td>31.4 ± 3.6</td>
<td>29.4 ± 6.6</td>
<td>31.7 ± 3.4</td>
<td>70.9 ± 22.5</td>
<td>73.4 ± 16.5</td>
</tr>
<tr>
<td>U-MTPL</td>
<td>30.6 ± 3.2</td>
<td>29.0 ± 5.4</td>
<td>30.0 ± 3.4</td>
<td>70.7 ± 14.0</td>
<td>72.4 ± 16.0</td>
</tr>
<tr>
<td>U-MTPL PHY</td>
<td><strong>32.1 ± 3.5</strong></td>
<td><strong>30.3 ± 7.0</strong></td>
<td><strong>32.2 ± 3.6</strong></td>
<td><strong>74.8 ± 13.9</strong></td>
<td>75.7 ± 18.0</td>
</tr>
</tbody>
</table>

Tuning the hyper-parameters

The function in equation 3.16 is highly non-convex and has many local minima. Doing a complete grid-search over $R^{m^2}$ is very expensive, so we use some local search strategies to tune the hyper-parameters. The range of values for a single $\lambda_{st}$ was $r = [10^{-6}, 100]$. The task-similarity parameters can be considered to be a symmetric matrix $\Lambda \in R^{m \times m}$. We first randomly sample 50 matrices from $R_{r}^{m \times m}$ and pick the top five models (that have the best F-score on the held-out data). Using these five matrices as starting points, we do a local search, by gradually varying some of the lambdas to find other good matrices. This strategy gives us a better sampling of the hyper-parameter space, biased towards settings with a good held-out performance.

Since we know the task relationships via the phylogenetic tree connecting the various bacteria, we can use it to set the parameters as follows: $\lambda_{st} = \frac{1}{\text{dist}(s,t)}$, where ‘dist(s,t)’ is the hop distance between the tasks $s$ and $t$.

Experiments

We show results in two settings: the first setting has the same four tasks that were used to evaluate MTPL and another setting where introduce a fifth task: E. coli-human PPI prediction. We evaluate the unified model U-MTPL as before and compare it with the baselines. The joint learning method, ‘U-MTPL phy’ uses the phylogenetic-similarity between two species to fix the value of $\lambda_{st}$. This does not require any hyper-parameter tuning and involves running a single optimization. This makes it the most computationally efficient of all the methods that we consider.

Table 3.7 shows the averaged F-score from a 10 fold CV experiment for the first
setting with four tasks. The F-scores upon addition of the *E. coli* task are shown in Table 3.8. Overall, we find that the performance of all methods reduces slightly going from four tasks to five tasks. The drop in performance is biggest for *Salmonella Typhimurium*. The L1/L2 regularization does much better on the *E. coli* task than U-MTPL.

3.8 Co-immunoprecipitation (co-ip) studies: validation of predicted *Salmonella* interactions

Several experimental techniques have been developed to identify protein-protein interactions. Generally, these use a “bait” protein of interest to search a pool of cellular proteins for an interacting partner, coupled with some form of mechanism to detect the partner proteins. The bait protein or antigen is the pathogen (i.e. bacterial) protein. Figure 3.10 shows the details of this procedure and explains each step. At a high level, interactions that exist between two proteins inside a cell, remain intact when the cell is lysed (i.e. dissolved) under non-denaturing conditions. By immunoprecipitating protein A, we can precipitate protein B as well, wherever it is stably interacting with A (hence the name “co-ip”). Co-immunoprecipitated proteins are finally detected by western blotting.

In the co-ip experiments performed by our collaborators, the HT29 human epithelial cell line was used. The goal was to validate interactions with *Salmonella* effector proteins only. Out of a total of 84 effectors, 32 were picked based on the highly ranking PPIs from the model. From these, they were able to successfully set-up the co-ip protocol for 10 effectors. Each experiment thus investigates possible interactions between 10 *Salmonella* proteins and \( \approx 25000 \) human proteins. Three such screens (i.e. replicates) were performed, with the same protocols being followed in all screens. A total of 7414 potential PPIs were obtained over the three screens (i.e. these PPIs appeared in at least one screen). The overlap between all three screens was very small: 5 PPIs. Hence, we present results on the set of 7414 PPIs. Overall we would like to caution the interpretation of these results from the pulldown experiments. These are to be considered less reliable and more of a ‘silver standard’ set, the reason being that none of the gold standard PPIs were found to be interacting in our pulldown experiments.

We check how many of these were predicted by our model, and we compare this number to the results from five other prediction models:

- Single task learning (STL): the per task independent model described in §3.5
- Group lasso: the \( \ell_1/\ell_2 \) regularization model, also discussed in §3.5
- BIANA: the interologs based model from Garcia-Garcia et al. [2012]
- iLoops [Planas-Iglesias et al., 2013] A method that uses local structural features with a Random Forest classifier to predict interactions
- U-MTPL: our unified multitask learning pathway based learning objective from §3.7

[http://sbi.imim.es/iLoops.php](http://sbi.imim.es/iLoops.php)
Figure 3.10: Schematic showing one standard procedure for Co-immunoprecipitation analysis of protein interactions. 1. The procedure starts with a cell lysate which contains the protein interactions. The bacterial protein is the antigen. An antigen-specific antibody (Y) is added, which binds to it. 2. Protein G-beads are introduced. The “immune complexes” bind to the beads (or are captured by a beaded support). 3. The beaded complexes are separated from the unbound proteins in step 4, which are then washed away. 5. Elution is used to remove the complexes from the G-beads. Finally the complexes left behind are analyzed using a method like Western Blot which helps identify the binding partner.

The interaction probabilities that we have from the other methods (BIANA, iLoops, Conformal predictor) are available only on the PPIs from the pulldown experiments (i.e the 7414 PPIs). Hence we can only compare the Recall across all these methods and ours.

The recall for all methods was computed by assuming the default threshold for the method (sign(f(x)) for the classifiers). U-MTPL’s recall is substantially higher than that of the other methods. The interologs based method BIANA uses PPIs from several organisms (known PPIs both within species and cross-species) to infer potential human-Salmonella PPIs. As we noted in the analysis from §3.3, human-bacteria PPIs do not seem to exhibit interologs. Hence the recall of BIANA is very low. The I-loops server’s reliance on protein structures makes it inapplicable on proteins that do not have a known 3D structure, explaining the poor recall. Surprisingly, Group lasso performs worse than the STL model.

In Figure 3.12 we show the precision as well for MTPL and two baseline models that we constructed. We consider the Salmonella and human proteins which were used in the pulldown experiments. This involves 10 Salmonella proteins (all effectors)

---

3To compare Precision (or F-score), we will need predictions on all possible Salmonella-human protein pairs, so that we can obtain the number of false positives.
Figure 3.11: Recall on the 7414 PPIs from the co-immunoprecipitation experiments.

Table 3.9: The number of positives retrieved by each method in their top predictions.

<table>
<thead>
<tr>
<th>Number of true positives in top</th>
<th>Methods</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>STL</td>
</tr>
<tr>
<td>2000</td>
<td>147</td>
</tr>
<tr>
<td>5000</td>
<td>429</td>
</tr>
<tr>
<td>10000</td>
<td>930</td>
</tr>
<tr>
<td>20000</td>
<td>1907</td>
</tr>
<tr>
<td>50000</td>
<td>4460</td>
</tr>
<tr>
<td>70000</td>
<td>6622</td>
</tr>
</tbody>
</table>

and the HT29 human cell line. For human proteins we consider the 24000 ‘reviewed’ proteins from UniprotKB. The precision was computed by considering the false positives over this set. We notice that STL has a higher precision at lower recall values whereas MTPL has a higher precision at higher recall. We look at this performance in further detail in Table 3.8 where we list the number of positives reported in the top ranking predictions of each method. For instance the first row tells how many pull-down interactions were present in the top 2000 predictions (sorted by the classifier score / probability). Interestingly, STL has the best numbers in the initial rows and MTPL has better numbers in later rows, which is consistent with what we observe in the P-R curve.

3.9 Conclusion

We presented a method that uses biological knowledge in jointly learning multiple PPI prediction tasks. Using a task regularization based multi-task learning technique, we were able to encode a biological hypothesis into the optimization framework effectively thus enabling the commonality hypothesis to be tested. Our PPI prediction
Figure 3.12: Precision-Recall curve for MTPL and two of our baselines on the 7414 PPIs from the co-immunoprecipitation experiments. The precision was computed w.r.t the set of all protein pairs investigated by the pulldown experiment.

results indicate that the tasks benefit from multitask learning as we see that the MTL methods outperform the STL baseline.

We validate the predictions from our model, via co-immunoprecipitation (pull-down) experiments. The higher recall we obtain clearly shows the improved coverage we get by incorporating PPI data from several pathogens. We also show how our model can be used to incorporate another hypothesis regarding host-pathogen PPI prediction. Our model has applications in other prediction problems such as: gene-gene interaction prediction across several organisms, gene-disease association prediction across diseases.
Chapter 4

Multitask matrix completion

In Chapter 3, we saw how the similarity in biological pathways was incorporated into a MTL framework. While we were able to obtain good performance on the tasks we considered, the MTPL method has the disadvantage of not being general enough to apply on problems arising in other areas. Here, we look at an alternate representation of the PPI prediction problem that allows us to explore a whole different mechanism to share information across tasks. The methods we develop here are very general and applicable to many applications that involve graphs and link prediction.

An elegant way to formulate the PPI prediction problem is via a graph completion based framework, where we have several bipartite graphs over multiple hosts and pathogens as illustrated in Figure 4.1. Nodes in the graphs represent host proteins (circles) and pathogen proteins (triangles), with edges between them representing interactions (host protein interacts pathogen protein). Given some observed edges (interactions obtained from laboratory based experiments), we wish to predict the other edges in the graphs. Such bipartite graphs arise in a plethora of problems including: recommendation systems (user prefers movie), citation networks (author cites paper), disease-gene networks (gene influences disease) etc. In our problem, each bipartite graph \( G \) can be represented using a matrix \( M \), whose the rows correspond to pathogen proteins and columns correspond to host proteins. The matrix entry \( M_{ij} \) encodes the edge between host protein \( i \) and pathogen protein \( j \) from the graph, with \( M_{ij} = 1 \) for the observed interactions. Thus, the graph completion problem can be mathematically modeled as a matrix completion problem [Candes and Recht, 2008].

Traditional approaches towards matrix completion rely on the assumption that the underlying function that generated the matrix can be decomposed into a small number of ‘latent’ factors. The solution based on this assumption involves finding a low-rank matrix factorization for \( M \), mathematically expressed as: finding \( U \) and \( V \) such that \( M \approx UV^T \). Here the parameters \( U \) and \( V \) are called the factor matrices and represent the latent properties of the host and pathogen proteins respectively. In the recommendation systems example, the ‘low rank’ structure suggests that movies can be grouped into a small number of latent ‘genres’. In the case of proteins these latent properties could correspond to various biological functions of proteins or encode interaction propensities.

Most of the prior work on host-pathogen PPI prediction has modeled each bipartite graph separately, and hence cannot exploit the similarities in the edges across the various graphs. Here we present a multitask matrix completion method that jointly models several bipartite graphs by sharing information across them. From the mul-
Figure 4.1: Multiple bipartite graphs with different types of nodes: on the left are proteins from host species and on the right virus species’ proteins. Edges represent protein interactions. Each bipartite graph is one task.

Table 4.1: Tasks and their sizes. Each column corresponds to one bipartite graph between human proteins and the pathogen indicated in the column header. All pathogens are single stranded RNA viruses. Row 4 shows that each of our graphs is extremely sparse.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of HP PPIs (positives)</td>
<td>848</td>
<td>981</td>
<td>90</td>
</tr>
<tr>
<td>no. unique virus proteins in PPIs</td>
<td>54</td>
<td>151</td>
<td>2</td>
</tr>
<tr>
<td>no. unique human proteins in PPIs</td>
<td>362</td>
<td>385</td>
<td>88</td>
</tr>
<tr>
<td>Density (%) of obs. graph</td>
<td>.006</td>
<td>.020</td>
<td>.038</td>
</tr>
<tr>
<td>total # of proteins in the virus</td>
<td>542</td>
<td>163</td>
<td>150</td>
</tr>
<tr>
<td>No. of negatives</td>
<td>84800</td>
<td>98100</td>
<td>9000</td>
</tr>
</tbody>
</table>

HP PPI: host-pathogen protein interactions
†: considering all proteins in the two organisms involved.
Note: the total number of human proteins is ≈ 26000.

In the multitask perspective, a task is the graph between one host and one pathogen (can also be seen as interactions relevant to one disease). We focus on the setting where we have a single host species (human) and several related viruses, where we hope to gain from the fact that similar viruses will have similar strategies to infect and hijack biological processes in the human body. Such opportunities for sharing arise in other applications as well: for instance, predicting user preferences in movies may inform preferences in selection of books, or vice-versa, as movies and books are semantically related. Multitask learning based models that incorporate and exploit these correlations should benefit from the additional information.

Our multitask matrix completion based model is motivated by the following biological intuition governing protein interactions across diseases.

1. An interaction depends on the structural properties of the proteins, which are conserved across similar viruses as they have evolved from common ancestors. Our model thus needs a component to capture these latent similarities, which is shared across tasks.

2. In addition to the shared properties discussed above, each pathogen has also evolved specialized mechanisms to target host proteins. These are unique to the pathogen and can be expressed using a task-specific parameter in the model.

To incorporate the above ideas, we assume that the interactions matrix $M$ is generated from two components. The first component low-rank latent factors over the human and virus proteins, with these latent factors jointly learned over all tasks. The second component involves task specific parameter, on which we additionally impose a sparsity constraint as we do not want this parameter to overfit the data. Section 4.4 discusses our model in detail. We trade-off the relative importance of the two
components using task-specific hyperparameters. Our model can thus learn what is conserved and what is different across pathogens, rather than having to specify it manually.

The key challenges in inducing such a model are:

- In addition to the interactions from each graph, it should exploit information available in the form of features.
- Exploiting features is particularly crucial since the graph $G$ is often extremely sparse, i.e there are a large number of nodes and very few edges are observed. There will be proteins (i.e nodes) that are not involved in any known interactions – called the cold start problem in the recommendation systems community. The model should be able to predict the existence of links (or their absence) between such prior ‘unseen’ node pairs. This is of particular significance in graphs that capture biological phenomena. For instance, the host-pathogen PPI network of human-Ebola virus (column-3, Table 4.1) has $\approx 90$ observed edges (equivalent to 0.038% of the network) which involve only 2 distinct virus proteins. Any biologist studying virus-human interactions will be interested in knowing more about the hundreds of other virus proteins (which have yet unknown interactions).
- A side-effect of having scarce data is the availability of a large number of unlabeled examples, i.e pairs of nodes with no edge between them. These unlabeled examples can contain information about the graph as a whole, and a good model should be able to use them.

The model we develop addresses these challenges, and has the following merits.

1. Our multitask extension of the matrix completion model from [Abernethy et al., 2009] is novel
2. Unlike most prior approaches (see Section 4.1 for details), our model exploits node-based features which allows us to deal with the ‘cold start’ problem (generating predictions on unseen nodes)
3. We apply the model to an important, real-world problem – prediction of interactions in disease-relevant host-pathogen protein networks, for multiple related diseases. We demonstrate the superior performance of our model over prior state-of-art multitask models
4. We use unlabeled data to initialize the parameters of our model, which serves as a prior. This gives us a modest boost in prediction performance

### 4.1 Prior work

Most of the prior work in PPI prediction has focussed on building models separately for individual organisms [Chen and Liu, 2005, Wu et al., 2006, Singh et al., 2006, Qi et al., 2006] or on building a model specific to a disease in the case of host-pathogen PPI prediction [Tastan et al., 2009, Qi et al., 2009, Dyer et al., 2007, 2011, Kshirsagar et al., 2012]. There has been little work on combining PPI datasets with the goal of improving prediction performance for multiple organisms. Qi et al. [2010] proposed
a semi-supervised multi-task framework to predict PPIs from partially labeled reference sets. Kshirsagar et al. [2013] proposed a task regularization based framework called MTPL that incorporates the similarity in biological pathways targeted by various diseases to couple multiple tasks together. Matrix factorization based protein-protein interaction (PPI) prediction has seen very little work, mainly due to the extremely sparse nature of these datasets which makes it very difficult to get reliable predictors. Xu et al. [2010] use a CMF-based approach in a multi-task learning setting for within species PPI prediction. The methods used in all prior work on PPI prediction do not explicitly model the features of the proteins and cannot be applied on proteins which have no known interactions available. Our work addresses both these issues in using a formulation of the matrix completion problem originally proposed in the work by Abernethy et al. [2009].

A majority of the prior work in the relevant areas of collaborative filtering and link prediction includes single relation models that use neighbourhood based prediction [Sarwar et al., 2001], matrix factorization based approaches [Koren et al., 2009; Menon and Elkan, 2011] and bayesian approaches using graphical models [Jin et al., 2002; Phung et al., 2009]. The matrix factorization based methods have been more popular than the other methods. There have also been multitask approaches on link prediction [Zhang et al., 2012; Cao et al., 2010; Li et al., 2009; Singh and Gordon, 2008; Li [2011]] presents a survey on multitask/transfer methods in collaborative filtering. The multi-relational learning literature [Xu et al., 2009] and the work on link prediction in heterogenous networks is not relevant as their setting involves different types of relationships between the same set of nodes. Menon and Elkan [2011] propose a single-graph model that combines linear and bilinear features, latent parameters on the nodes and several other parameters into a function that minimizes a ranking loss. In the matrix decomposition literature, Abernethy et al. [2009] proposed an approach where they cast the problem of matrix completion in terms of the abstract problem of learning linear operators. Their framework allows the incorporation of features and kernels. We extend their bilinear model for the multitask setting. There has been a lot of work on other low-rank models for multitask learning [Ando and Zhang, 2005; Ji and Ye, 2009; Chen et al., 2012a; 2013] that try to capture the task relationship via a shared low-rank structure over the model parameters.

4.2 Datasets and features

We use three human-virus PPI datasets from the PHISTO [Tekir et al., 2012] database, the characteristics of which are summarized in Table 4.1. The Influenza A task includes various strains of flu: H1N1, H3N2, H5N1 etc. Similarly, the Hepatitis task includes various sub-strains of the virus. All three are single-strand RNA viruses, with Hepatitis being a positive-strand ssRNA whereas Influenza and Ebola are negative-strand viruses. The phylogenetic tree that shows the connections between these viruses is shown in Figure 4.2. The density of the known interactions is quite small when considering the entire proteome (i.e all known proteins) of the host and pathogen species (row-4 in Table 4.1).

We use protein sequence based n-grams as features with \( n = 2, 3 \) and 4 for both human and viral proteins. The features which have been successfully applied in prior work [Dyer et al., 2011; Kshirsagar et al., 2013] also incorporate the properties of in-
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Figure 4.2: Genealogy of the viruses that we consider in this work.

dividual amino-acids such as charge, hydrophobicity etc. The number of features is ≈3000. Please refer to §2.3 for a detailed description of the protein sequence features.

4.3 Bilinear low-rank matrix decomposition

In this section, we present the matrix decomposition model [Abernethy et al., 2009] that we extend for the multitask scenario. In the context of our problem, at a high level, this model states that – protein interactions can be expressed as dot products of features in a lower dimensional subspace.

Let $G_t$ be a bipartite graph connecting nodes of type $\upsilon$ with nodes of type $\varsigma$. Let there be $m_t$ nodes of type $\upsilon$ and $n_t$ nodes of type $\varsigma$. We denote by $M \in \mathbb{R}^{m_t \times n_t}$, the matrix representing the edges in $G_t$. Let the set of observed edges be $\Omega$. Let $\mathcal{X}$ and $\mathcal{Y}$ be the feature spaces for the node types $\upsilon$ and $\varsigma$ respectively. For the sake of notational convenience we assume that the two feature spaces have the same dimension $d_t$.

Let $x_i \in \mathcal{X}$ denote the feature vector for a node $i$ of type $\upsilon$ and $y_j \in \mathcal{Y}$ be the feature vector for node $j$ of type $\varsigma$. The goal of the general matrix completion problem is to learn a function $f : \mathcal{X} \times \mathcal{Y} \rightarrow \mathbb{R}$ that also explains the observed entries in the matrix $M$. We assume that the function $f$ is bilinear on $\mathcal{X} \times \mathcal{Y}$ and takes the following form:

$$f(x_i, y_j) = x_i^\top H y_j = x_i^\top UV^\top y_j$$ (4.1)

The factor $H \in \mathbb{R}^{d_t \times d_t}$ maps the two feature spaces $\mathcal{X}$ and $\mathcal{Y}$. This model assumes that $H$ has a low-rank factorization given by $H = UV^\top$, where $U \in \mathbb{R}^{d_t \times k}$

\[1\] the dimensions being different does not influence the method or the optimization in any way.
and $V \in \mathbb{R}^{d_t \times k}$. The factors $U$ and $V$ project the two feature spaces to a common lower-dimensional subspace of dimension $k$. While the dimensionality of the feature spaces $\mathcal{X}$ and $\mathcal{Y}$ may be very large, the latent lower dimensional subspace is sufficient to capture all the information pertinent to interactions. To predict whether two new nodes (i.e., nodes with no observed edges) with features $p_i$ and $q_j$ interact, we simply need to compute the product: $p_i U V^\top q_j$. This enables the model to avoid the cold start problem that many prior models suffer from.

The first term can be any loss function such as squared error, logistic-loss, hinge loss. We tried both squared error and logistic-loss and found the performance to be similar. The squared error function has the advantage of being amenable to adaptive step-size based optimization which results in a much faster convergence. The low-rank constraint on $H$ (mentioned in (2) above) is NP-hard to solve and it is standard practice to replace it with either the trace-norm or the nuclear norm. Minimizing the trace norm (i.e., sum of singular values) of $H = UV^\top$, is equivalent to minimizing $\|U\|^2_F + \|V\|^2_F$. This choice makes the overall function easier to optimize:

$$L(U, V) = \sum_{(i,j) \in \Omega} c_{ij} \ell(M_{ij}, x_i^\top U V^\top y_j) + \lambda(\|U\|^2_F + \|V\|^2_F) \quad (4.2)$$

The constant $c_{ij}$ is the weight/cost associated with the edge $(i, j)$ which allows us to penalize the error on individual instances independently. The parameter $\lambda$ controls the trade-off between the loss term and the regularizer. The function in equation (4.2) is non-convex. To optimize this function a common procedure called alternating minimization (or alternating least squares) is used, which is similar to block coordinate descent. At every iteration in the optimization, it fixes one of the two parameters and optimizes w.r.t the other.

### 4.4 The bilinear sparse low-rank multitask model (BSL-MTL)

In the previous section, we described the bilinear low-rank model for matrix completion. Note that in order to capture linear functions over the features, we introduce a constant feature for every protein (i.e., $[x_i 1]$). We now discuss the multitask extensions that we propose. Let $\{\mathcal{G}_t\}$ where $t = 1 \ldots T$ be the set of $T$ bipartite graphs and the corresponding matrices be $\{M_t\}$. Each matrix $M_t$ has rows corresponding to node type $v_t$ and columns corresponding to the node type $\varsigma_t$. The feature vectors for individual nodes of the two types be represented by $x_{ti}$ and $y_{tj}$ respectively. Let $\Omega_t$ be the set of observed links in the graph $\mathcal{G}_t$. Our goal is to learn individual link prediction functions $f_t$ for each graph. In order to exploit the relatedness of the $T$ bipartite graphs, we make some assumptions on how they share information. We assume that each matrix $M_t$ has a low-rank decomposition that is shared across all graphs and a sparse component that is specific to the task $t$. That is,

$$f_t(x_{ti}, y_{tj}) = x_{ti}^\top H y_{tj}, \quad \text{where } H = U V^\top + S_t \quad (4.3)$$

As before, the shared factors $U$ and $V$ are both $\mathbb{R}^{d_t \times k}$ (where the common dimensionality $d_t$ of the two node types is assumed for convenience). The matrix $S_t \in \mathbb{R}^{d_t \times d_t}$.
is a sparse matrix. The objective function for the multitask model is given by:

\[
L(U, V, \{S_t\}) = \frac{1}{N} \sum_{t=1}^{T} \sum_{(i,j) \in \Omega_t} c_{ij} (M_{tij} - x_{ti}^T(UV^T + S_t)y_{tj})^2 + \lambda(\|U\|_F^2 + \|V\|_F^2) + \sum_{t=1}^{T} \sigma_t \|S_t\|_1
\]  

(4.4)

Here \(N = \sum_t |\Omega_t|\) is the total number of training examples from all tasks. To enforce the sparsity of \(S_t\) we apply an \(\ell_1\) norm. In our experiments, we tried both \(\ell_1\) and \(\ell_2\) norms and found that the \(\ell_1\) norm works better.

**Optimization**

The function \(L(U, V, \{S_t\})\) is non-convex. However, it is convex in every one of the parameters (i.e. when the other parameters are fixed) and a block coordinate descent method called alternating least squares (ALS) is commonly used to optimize such functions. To speed up convergence we use an adaptive step size. The detailed optimization procedure is listed in Algorithm 2.

---

**Algorithm 2: AltMin algorithm**

1: **Input:**  
   \(k\): number of latent factors  
   \(\Gamma\): pairs of entities for initialization  
   For every task \(t\), \(\{x_{ti}\}, \{y_{tj}\}\): feature vectors from the two entity types  
   \(\Omega_t\): the observed entries of the matrix \(M_t\)  

2: **Initialization:**  
3: An iteration \(r\), let \(S^r\) represent \(\{S^r_t\}_{t=1}^T\)  
4: \(S^0 \leftarrow 0\)  
5: \(U^0 \leftarrow \text{top-}\ k\ \text{left singular vectors and } V^0 \leftarrow \text{top-}\ k\ \text{right singular vectors from the SVD of } \sum_{(p,q) \in \Gamma} x_p y_q^\top\)  
6: \(L^0\): initial loss  

7: **repeat**  
8: \(U^{r+1} \leftarrow \arg\min_U L(U, V^r, S^r)\)  
9: \(V^{r+1} \leftarrow \arg\min_V L(U^{r+1}, V, S^r)\)  
10: For each task \(t\) \(S_{t}^{r+1} \leftarrow \arg\min_{S_t} L(U^{r+1}, V^{r+1}, S_{t-1}^r)\)  
11: Compute \(L^{r+1}\) and let \(\delta \leftarrow (L^r - L^{r+1})/L^r\)  
12: **until** \(\delta < \tau\)

**Convergence:** The ALS algorithm is guaranteed to converge only to a local minimum. There is work showing convergence guarantees to global optima for related simpler problems, however the assumptions on the matrix and the parameter structure are not very practical and it is difficult to verify whether they hold for our setting.

**Initialization of \(U\) and \(V\):** We tried random initialization (where we randomly set the values to lie in \([0 1]\)), and also the following strategies that initialize: \(U^0 \leftarrow \text{top-}\ k\ \text{left singular vectors, and } V^0 \leftarrow \text{top-}\ k\ \text{right singular vectors from the SVD of}\)
\[ \sum_{(i,j) \in \Gamma} m_{ij} x_i y_j^T. \] We set \( \Gamma \) to (a) training examples, or (b) a random sample of 10000 unlabeled data from all tasks. We found that using the unlabeled data for initialization gives us a better performance.

**Handling the ‘curse of missing negatives’**

For the MC algorithm to work in practice the matrix entries \( m_{ij} \) should represent interaction scores (range \([0,1]\)) or take binary values (1s for positives and 0s for negatives). Our experiments with PPI probabilities (obtained using the MINT-scoring algorithm) gave bad models. The binary matrix setting requires some observed 0s. However non-interactions are not available as they cannot be verified experimentally for various reasons. Hence we derived a set of ‘probable negatives’ using a heuristic often used in PPI prediction work [Qi et al., 2006, 2009; Dyer et al., 2007, 2011; Kshirsagar et al., 2013]. We pair up all virus proteins with all human proteins and sample a random set to be negatives. This heuristic works in practice as the interaction ratio (i.e. number of positives in a large random set of protein pairs) is expected to be very low: \( \approx 1/100 \) to \( 1/500 \). That is, the probability that our negatives contain true positives is negligible.

**High class imbalance**

We incorporate the prior on the interaction ratio by setting the size of our randomly sampled negatives set equal to 100 times the number of gold standard positives.

### 4.5 Experimental setup

Our baselines include recent low-rank and sparse models, conventional multitask methods and prior work on HP PPI prediction. For a uniform comparison we used least squared loss in all the methods. The MALSAR package was used to implement some of the models. For the baselines wherever appropriate, we concatenated the features of the two node types into a single feature vector. Let \( W \in \mathbb{R}^{T \times d_t} \) be the matrix with the task-specific weight vectors \( w_t \).

- **Single task (STL):** We used ridge regression with \( \ell_2 \) regularization (which performed better than \( \ell_1 \))
- **MMTL:** The mean regularized multitask learning model [Evgeniou and Pontil, 2004]
- **Dirty model:** This model [Jalali et al., 2010] assumes that \( W = P + Q \), where \( P \) enforces group sparsity and \( Q \) is to control for element-wise sparsity. It uses the regularizer \( \rho_1 \| P \|_{1,\infty} + \rho_2 \| Q \|_1 \)
- **Low rank model:** A low-rank structure is enforced on \( W \) by minimizing the nuclear norm \( \| W \|_* \)
- **Sparse + low-rank:** This model [Chen et al., 2012a] is the closest to our work, with two main distinctions: the linear dependence over the features and the manner in which the low-rank assumption is incorporated. \( W \) is assumed to
have the decomposition: \( W = P + Q \), where \( P \) is sparse and \( Q \) has a low-rank structure

- **IMC**: This is the link-prediction model from Section 4.3, where data from all tasks is combined without incorporating any task relationships. This model has been used in prior work [Natarajan and Dhillon 2014] for gene-disease association prediction. \( U \) and \( V \) are shared by all tasks. We use the same initialization for this method as we do for our model. A comparison to this model tells us how much we gain from the task-specific sparsity component \( S_t \)

- **MTPL**: The biologically inspired pathway regularizer from Kshirsagar et al. [2013] (Chapter 3) is used to capture task similarity

- **BSL-MTL**: Bilinear sparse low-rank multitask learning, the method developed in this chapter

**Evaluation setup**

We compare all the methods in two settings, where a small proportion of the available labeled data is randomly sampled and used to train a model which is then evaluated on the remaining data. For the first setting we randomly split the labeled data from each task into 10% training and 90% test, such that the class-skew of 1:100 is maintained in both splits (i.e. stratified splits). The second setting uses a 30% training, 70% test split. In each setting we generate ten random splits and average the performance over the ten runs.

**Parameter tuning**: We tune the hyper-parameters using a 3 fold CV on the training split. To tune the regularization parameters from all baselines, we searched over the following range (or grid, depending on the method) of values: \([100, \ldots 10^{-3}]\). To address the class-skew we also try assigning a higher weight to the positives. For our model, we tried \( k: 5, \ldots 100 \) and \( \lambda: \{1\ldots 10^{-3}\} \). For each task \( t \), \( \sigma_t \) was varied over the values \( 10^{-3}, \ldots 10^{-6} \). The optimal setting was: \( k = 10, \lambda = 0.01, \sigma_{ebola} = 10^{-5}, \sigma_{flu} = \sigma_{hepc} = 10^{-6} \).

**4.6 Results**

We report the area under the precision recall curve (AUC-PR) along with the standard deviation in Table 4.2. AUC-PR has been shown to give a more informative picture of an algorithm’s performance than ROC curves in high class imbalance datasets [Davis and Goadrich 2006] such as ours. Note that the AUC-PR of a random classifier model is \( \approx 0.01 \).

The first row (STL) is the single-task baseline and all others are multitask models. In general, we notice that multitask learning benefits all tasks. The first three columns show the results in the 10% setting. The number of training positive examples from each task are 8 for Ebola, 85 for Influenza and 98 for Hepatitis-C. Our model (last row) has significant gains for Influenza (1.4 times better than the next best) and modest improvements for the other tasks. The variance in the performance is high for the Ebola task (column 1) owing to the small number of positives in the training splits (8 positives). The most benefits for our model are seen in the 30% setting for all tasks, with improvements of 39%, 3% and 12% on the Ebola, Hepatitis and Influenza
Table 4.2: Area Under the Precision-Recall curve for each task in the two settings. X% training indicates the fraction of the labeled data used for training and tuning the model with the rest (100-X)% used as test data. We report the average AUC-PR over 10 random train-test splits (stratified splits that maintain the class-skew of 1:100). The standard deviation is also shown. The performance of the best baseline and the overall best method (BSL-MTL) is highlighted in bold.

<table>
<thead>
<tr>
<th>Method</th>
<th>10% training</th>
<th>30% training</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Ebola</td>
<td>Hep-C</td>
</tr>
<tr>
<td>STL</td>
<td>0.189±.09</td>
<td>0.702±.08</td>
</tr>
<tr>
<td>MMTL</td>
<td>0.113±.04</td>
<td>0.767±.03</td>
</tr>
<tr>
<td>Trace-norm</td>
<td>0.199±.11</td>
<td>0.767±.03</td>
</tr>
<tr>
<td>Sparse,low-rank</td>
<td>0.144±.07</td>
<td>0.767±.02</td>
</tr>
<tr>
<td>Dirty model</td>
<td>0.074±.03</td>
<td>0.767±.04</td>
</tr>
<tr>
<td>MTPL</td>
<td>0.217±.08</td>
<td>0.695±.02</td>
</tr>
<tr>
<td>IMC</td>
<td>0.087±.04</td>
<td>0.779±.02</td>
</tr>
<tr>
<td>BSL-MTL</td>
<td>0.233±.10</td>
<td>0.807±.02</td>
</tr>
</tbody>
</table>

tasks respectively. Here, we see great improvements in the data-poor task, Ebola. The two closely related tasks, Influenza and Ebola benefit a lot more than the slightly distant Influenza (see Figure 4.2). This is consistent with the expectations for multi-task learning, where weakly-performing tasks are lifted more than strongly-performing tasks by borrowing from other related tasks.

Biological significance of the model

The model parameters $U$, $V$ and $S$ contain a lot of rich information which can be used to further understand host-pathogen interactions. Note that our features are derived from protein amino acid sequences which allows the following possibilities to interpret the parameters.

Clustering proteins based on interaction propensities: We analyze the proteins by projecting them using the model parameters $U$ and $V$ into a lower dimensional subspace (i.e computing $XU^\top$ and $YV^\top$ to get projections of the virus and human proteins resp.). The principal component analysis (PCA) of this lower dimensional representation is compared with PCA in the original feature space (protein sequence features). The two plots are shown in Figure 4.3 for the virus proteins. Firstly, the projected data has a much better separation than the original data. Secondly, the bottom plot tells us that Hepatitis-C and Influenza have many proteins with similar binding tendencies, and that these behave differently than most proteins from Ebola virus. This observation is not obvious in the PCA of the original feature space (top plot), where proteins with similar sequences cluster together. We further analyze clusters of proteins from the projected data using Gene Ontology (GO) annotations.

Sequence motifs from virus proteins: In Figure 4.4, we show sequence motifs derived from the top 100 $k$-mers that contribute to interactions. The shared $k$-mers that were used to generate the motif in the top plot were derived from $UV^\top$. The task-specific
Figure 4.3: Principal component analysis of virus proteins in the original feature space (top) and projected subspace (bottom). Shape of the points indicates which virus that protein comes from. The first two principal components are shown.

Figure 4.4: Sequence motifs that contribute significantly to interactions across all viruses (top) and that is specific to Ebola virus (bottom). See Section 4.6 for details.

$k$-mers for the Ebola virus (bottom plot) were obtained from the matrix $S_t$ ($t=ebola$). Knowledge of these pathogen-specific $k$-mers can help in design of drugs to target specific pathogens. We observe that the shared motif (top) is dominated by positively charged and hydrophilic amino acids (blue in colour), whereas the Ebola specific motif has mostly hydrophobic residues (black). We found experimental evidence for the significance of the Ebola motif: the pattern PPAP is part of a well-studied epitope in the Immune Epitope database [Vita et al., 2015] (epitope id: 66946). Using higher dimensional $k$-mers (where $k=7, 8, 9$) as features in our model is likely to produce such epitopes which can then be verified by biochemical peptide interaction assays. Our model thus has applications in epitope prediction as well, where conventional methods consist of scanning all possible $k$-mers from protein sequences to identify likely epitopes.

**Novel interactions and interaction interfaces**: The top four Ebola-human PPI are all predictions for the Ebola envelope glycoprotein (GP) with four different human proteins (Note: GP is not in the gold standard PPIs). We found evidence in published literature [Nanbo et al., 2010] for the critical role played by GP in virus docking and

---

1. An epitope is a very short sequence from the virus that bind to human antibodies.
fusion with the host cell. Our model not only provides predictions on whether or not two proteins interact, but can also provide hypotheses as to the putative binding sites for the interaction. This is of significance for the viruses (esp. Ebola) as they have very few proteins with known 3D structures. Traditional linear models do not give us correlations between amino acid residues. We selected the top 10 Ebola-human PPI predictions and performed protein-protein docking i.e simulation of their binding. Some of the sites shown to be in contact by the docking model also corresponded to the host-pathogen feature pairs that were responsible for that particular prediction. The 3D structure of one predicted interaction and its binding interface is shown in Figure 4.5.

Figure 4.5: 3D structure obtained by docking ebola virion spike glycoprotein (green) with human ubiquitin-protein ligase (cyan). The putative binding sites are shown using sticks.

4.7 Conclusions and future extensions

Multitask link prediction is an important area with many applications ranging from recommendation systems to biomedical host-pathogen interactions. We developed and tested a new method based on low-rank matrix completion for sharing information across tasks and showed significant increases in prediction performance. The method was evaluated in the host-pathogen protein interaction domain for three pathogens (three tasks) and exhibited significant increases in link prediction accuracy. Analysis of the model parameters lead to interesting observations and insights about the data.

The model we present is general enough to be applicable on other problems such as: gene-disease relevance prediction across organisms or disease conditions, multitask collaborative filtering. As future work we intend to apply our method in some of these other settings.

We envision many potential extensions to this work, some of which are:

Applications: We would like to apply our method on a multi-host (e.g. human, mouse, bovine, etc.) multi-pathogen graph to determine if the same multitask learning advantages accrue. Beyond protein interaction graphs, the next step is to apply and evaluate the method for different families of tasks, such recommendation systems data.
Multiple levels: Task hierarchies can be exploited by our model by incorporating additional components to reflect the hierarchical relationships. Multiple link types: We investigated one type of link, namely interaction links, but there can be different types of related links, such as between people and scientific articles (e.g. authorship, citation, has-read, dislikes, etc.). It will be interesting to incorporate these into our models. The multiple tasks here are predictions in different but correlated link spaces: authorship + citation = self-citation, citation is correlated with has-read, citation is anti-correlated with dislikes, but not totally, e.g. if contrasting one’s work with a less preferred alternative.

The model can also be further extended to incorporate complex task relationships available in the form of a hierarchy. Starting at the leaf-nodes of such a hierarchy, every subtree of sibling tasks will share parameters. Let \( T_{\text{sib}} \) be one such subtree of sibling tasks where each task’s link matrix is expressed as a function of a shared low-rank component \( U_{\text{sib}}V_{\text{sib}}^T \) and a task-specific component. Task-relationships of \( T_{\text{sib}} \) with other subtrees in the hierarchy and with higher level nodes will be expressed via additional shared parameters. These higher level relationships will again be expressed via low-rank components which are common to several subtrees. Let \( U_{\text{ancestor}} \) and \( V_{\text{ancestor}} \) be the matrices representing the shared low-rank component at a higher level of the hierarchy. Then, the link matrix of a task \( T \in T_{\text{sib}} \) can be written as: \( X(U_{\text{ancestor}}V_{\text{ancestor}}^T + U_{\text{sib}}V_{\text{sib}}^T + S_T)Y^T \). In this manner, as we go higher and higher in the hierarchy we add low-rank components in the equation explaining the link matrices of the tasks. In order to avoid too many parameters we can restrict the extent to which information is shared by only introducing new parameters every alternate level as we go higher up in the hierarchy. Another possibility is not sharing any parameters at the top-most levels of the tree.

Overall, we feel that multitask learning in link prediction is still in the early stages of research and hope this contribution will stimulate further work.
Chapter 5

Transfer learning models for new hosts and pathogens

Understanding the workings of plant responses to pathogens is an important fundamental questions that also has enormous economic importance due to the role of pathogens in food production and processing. While “classical” plant pathogens cause crop losses during production by impacting on plant health, processing of plant-based food can lead to contamination by opportunistic pathogens. It is becoming increasingly supported by experimental evidence that some human bacterial pathogens can colonize plants and cause disease [Kirzinger et al., 2011]. Salmonella is one of these bacterial species with extremely broad host range that infects not only animals, but also plants [Hernandez-Reyes and Schikora, 2013]. Evidence increases that Salmonella can utilize plants as alternative host and can be considered as a bona fide plant pathogen. In this respect it has been reported that (a) Salmonella actively invades plant cells, proliferates there and can cause disease symptoms [Schikora et al., 2008, Berger et al., 2011] (b) the plant recognizes Salmonella and plant defense responses are activated [Iniguez et al., 2005, Schikora et al., 2008] and (c) that functional Type Three Secretion Systems (TTSS) 1 and 2 are important for Salmonella pathogenicity in plants with respect to bacterial proliferation and suppression of plant defense responses [Iniguez et al., 2005, Schikora et al., 2011, Shirron and Yaron, 2011]. Salmonella TTSS-1 and 2 encode proteins, so called effectors, which are known to be translocated into the animal host cell in order to manipulate host cell mechanisms mainly via PPIs [Schleker et al., 2012]. Hence, it may be assumed that Salmonella utilizes the same proteins during its communication with animals and plant. However, the details of this communication are not known. A critical component of the communication between any host and its pathogen are PPIs. However, the infection of plants by Salmonella is only a nascent field, so there are no known PPIs for Salmonella with any plant reported yet. Even for the well established pathogen-host pair, Salmonella-human, relatively few interactions are known [Schleker et al., 2012]. Only 62 interactions between Salmonella and mostly human proteins (some Salmonella interactions involve other mammalian species, such as mouse and rat) are known to date. Because there exists no plant-Salmonella interactions data, we need to rely on computational methods to predict them.

In our work [Kshirsagar et al., 2015a], we describe techniques to build computational models to predict interactions between the model plant, A. thaliana, and S. Typhimurium. Since there is no labeled data of this host-pathogen pair available,
we aim to transfer knowledge from known host-pathogen PPI data of other organ-
isms. We use various statistical methods to build models for predicting host-pathogen
PPIs. In each case, we cast the PPI prediction problem as a binary classification task,
where given two proteins the goal is to learn a function that predicts whether the
pair would interact or not. We derive features on every protein pair using protein
sequence data. Each host-pathogen PPI prediction problem is considered as one task.
Figure 5.1 shows our problem setting. The upper host-pathogen task with Salmonella
as pathogen and human as the host is the source task. The lower task is the target task.
The arrow shows the direction of knowledge transfer.

In order to transfer knowledge from one organism to another, we need to utilize
some measure of similarity between them. This similarity can be defined between
smaller units such as individual proteins or genes from the organisms or higher level
units. The higher the similarity, the greater the information transfer between them.
Hence the notion of similarity is very critical to the results we obtain from such a
transfer based method and should be biologically motivated. Our methods enable
the transfer of knowledge using the following mechanisms:

- We use the structural similarity between the individual proteins of the two hosts
  measured using protein sequence alignment. This follows from the biological
  intuition that structurally similar proteins in two different organisms are very
  likely to have similar functions. Hence a pathogen that wants to disrupt a spe-
  cific function will target structurally similar proteins in different hosts.

- Interactome-level similarity, comparing the human PPI graph with the plant PPI
graph. Any biological process in an organism involves the participation of sev-
  eral proteins and more importantly the interactions between these. By compar-
  ing the interactomes of different hosts, we are comparing them at the biological
  process-level. The components of the two graphs that are highly similar will
  most likely correspond to similar processes in the two organisms.

- Distributional similarity between the protein pairs: here, we identify which of
  the human-Salmonella protein pairs are the most similar (hence most relevant) to
  the plant-Salmonella protein pairs. This similarity is computed using the features
  of the protein-pairs. Since it is distributional similarity, it involves a comparison
  over all protein pairs from both organisms. Only the most relevant human-
  Salmonella protein pairs are used to build a model.

The main contributions of this work are:

1. We present methods that combine known PPIs from various sources to build a
   model for a new task

2. We evaluate our methods quantitatively and our results show the benefits in
   performance that are possible if we incorporate the similarity information dis-
   cussed in the previous paragraphs

3. We present the first machine learning based predictions for plant-Salmonella
   PPIs

In the rest of this chapter, we start by describing the host-pathogen PPI datasets we
use in §5.1 followed by a detailed description of our methods in §5.2 and a quantita-

tive and qualitative analysis of the results in §5.4.
5.1 Source tasks

As source tasks we used the known PPIs between various other hosts and pathogens. Many of these interactions were obtained from the PHISTO [Tekir et al., 2012] database which reports literature-curated known interactions. For PPIs between human and *Salmonella* we use the manually literature-curated interactions reported in Schleker et al. [2012]. Please note that all of these interactions come from biochemical and biophysical experiments. The details of the dataset used in each approach are shown in Table 5.1 and they are available for download from [http://www.cs.cmu.edu/~mkshirsa/data/frontiers2014/data.zip](http://www.cs.cmu.edu/~mkshirsa/data/frontiers2014/data.zip). Our first approach is a rule-based approach and it uses human-*Salmonella* PPIs from two sources: the 62 experimentally generated PPIs reported in Schleker et al. [2012] and the predicted PPIs from Kshirsagar et al. [2012]. Please note that this is the only method that uses any predicted PPIs as “ground truth”. All other methods discussed in subsequent sections do not use any predicted PPIs as source. They use only PPIs validated experimentally by biochemical and biophysical methods.

*Salmonella* species/strains considered: The source data that we use for human-*Salmonella* from Schleker et al. [2012] comes from two different strains: *Salmonella* Typhimurium strain LT2 and *Salmonella* Typhimurium strain SL 1344. One of our three approaches (row-1 of Table 5.1) uses human-*Salmonella* predicted PPIs. These predicted PPIs from Kshirsagar et al. [2012] contain *Salmonella* proteins from two additional strains: *Salmonella* enteritidis PT4 and *Salmonella* Typhi. From henceforth, for the sake of brevity, we will refer to proteins from all strains as *Salmonella* proteins. For *Salmonella* proteins, we used the UniprotKB database [UniProt Consortium, 2011] to obtain all proteins from the various strains. For *Arabidopsis* thaliana proteins, we used the TAIR database [Lamesch et al., 2012].

5.2 Methods

In the previous section, we described the dataset used in our various approaches. We now describe the details of the methods we use.
<table>
<thead>
<tr>
<th>Approach(es)</th>
<th>Source task(s)</th>
<th>Number of PPI</th>
<th>Dataset citation</th>
<th>Feature Set</th>
</tr>
</thead>
<tbody>
<tr>
<td>1: Homology based</td>
<td>human-Salmonella (known PPI)</td>
<td>62</td>
<td>Schleker et al. [2012]</td>
<td>No feature set. Heuristics are used to infer interactions</td>
</tr>
<tr>
<td></td>
<td>human-Salmonella (predictions)</td>
<td>190,868</td>
<td>Kshirsagar et al. [2012]*</td>
<td></td>
</tr>
<tr>
<td>2: T-SVM#</td>
<td>human-Salmonella (known PPI)</td>
<td>62</td>
<td>Schleker et al. [2012]</td>
<td>(a) Protein sequence k-mers (b) Gene expression from GEO (c) GO term similarity</td>
</tr>
<tr>
<td>3: KMM†-SVM</td>
<td>human-Salmonella (known PPI)</td>
<td>62</td>
<td>Schleker et al. [2012]</td>
<td>Protein sequence k-mers</td>
</tr>
<tr>
<td></td>
<td>human-F. tularensis</td>
<td>1380</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>human-E. coli</td>
<td>32</td>
<td>PHISTO</td>
<td></td>
</tr>
<tr>
<td></td>
<td>plant-A. tumefaciens</td>
<td>22</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>plant-E. coli</td>
<td>15</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>plant-P. syringae</td>
<td>13</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>plant-Synechocystis</td>
<td>23</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* This source reports predicted PPIs, while the others are all experimentally validated
† KMM: Kernel Mean Matching
# SVM: Support Vector Machine
GO: Gene Ontology

Table 5.1: Datasets used in the various approaches, their sizes and the appropriate citations

Figure 5.2: Approach-1 (a) Ortholog based protein interaction inference. ‘$S_1$’ represents a *Salmonella* protein and $S_2$ is the homolog of $S_1$ or $S_1$ itself. $H$ represents a human protein and $A$ represents an *Arabidopsis* protein that is an ortholog of the human protein.
Approach-1: Homology based transfer

In this approach, we use the sequence similarity between the plant and human protein sequences to infer new interactions. We use two techniques to predict interactions between plant and *Salmonella* proteins. The first technique uses plant-human orthologs and the second is based on plant-human homology (sequence alignment scores). Both techniques use two sources of interactions: true PPIs from Schleker et al. [2012] and predicted PPIs from Kshirsagar et al. [2012]. Please note that this is the only method that uses any predicted PPIs as “ground truth”.

*Homologs and Orthologs (definition):* Homologous pairs of genes are related by descent from a common ancestral DNA sequence. These can be either orthologs: genes that evolved from a common ancestral gene by speciation or paralogs: genes separated by the event of genetic duplication. We obtained orthologs from the InParanoid database [Ostlund et al., 2010]. To find homologous pairs of proteins, we used BLAST sequence alignment with an e-value threshold of 0.01.

(a) **Host ortholog based predictions:** We start with the known human-*Salmonella* PPIs. For each interaction, we search for an ortholog of the human protein in *Arabidopsis*. If one exists, we infer an interaction between the *Salmonella* and the *Arabidopsis* protein. This is similar to finding interologs, with the exception that we restrict ourselves to orthologs of the host protein rather than considering all possible homologs of both the host and pathogen proteins. Figure 5.2 illustrates this simple heuristic. There are 62 human-*Salmonella* PPIs in our dataset. Using this ortholog based inference for the host proteins, we obtained a total of 25 plant-*Salmonella* PPIs as some of the human proteins did not have any plant orthologs. The orthologous *Arabidopsis* proteins for the human proteins were obtained from the InParanoid database [Ostlund et al., 2010].

(b) **Host graph alignment based predictions:** This method uses homologs between the human and plant proteins. Since the set of known PPIs is very small (62 interactions), here we use them to generate ‘bootstrap’ interactions. The known 62 PPIs are used to build a classifier using the method published in Kshirsagar et al. [2012] to generate a total of 190,868 human-*Salmonella* PPI predictions. These predicted PPIs form the ‘bootstrap’ PPIs and will be used in a graph-based transfer approach. In this graph-based transfer method, we first align the PPI graphs of the two host organisms using NetworkBlast [Sharan et al., 2005]. The human PPI network was obtained from the HPRD database [Prasad et al., 2009] and the plant-plant PPIs from TAIR database [Lamesch et al., 2012]. The algorithm aligns the human PPI graph with the plant PPI graph using the pairs of homologous proteins between the two organisms. To find the homologous proteins, we used BLAST sequence alignment with an e-value threshold of 0.01. Next, we use NetworkBlast to find the graph components that are the most similar across the two graphs. We call them the ‘enriched components’. By comparing the interactomes of the two hosts, we are comparing them at the biological process-level. The components of the two graphs that are highly similar will most likely correspond to similar processes in the two organisms. NetworkBlast finds a total of 2329 enriched protein complex pairs between the two host organisms. Figure 5.3 shows one such enriched protein complex pair: the complex on the left is from *Arabidopsis* and the one on the right is from human. Using these we determine the plant
proteins that are the most likely targets for the different \textit{Salmonella} proteins as shown in the Figure 5.3.

For each PPI between a human protein from an enriched protein complex, we infer an equivalent PPI between the corresponding plant protein and the \textit{Salmonella} protein (example, \textit{sipA} in the figure). This filtering procedure gives us a final of 23,664 plant-\textit{Salmonella} PPIs. The biological relevance for using the enriched graph components lies in the premise that clusters of similarly interacting proteins across the two organisms will represent biological processes that have been conserved in the two organisms. Hence, the proteins in these components are also likely to be conserved as pathogen targets.

**Approach-2: Transductive Learning**

This method considers the target task i.e plant proteins while building a model. It provides a way of incorporating the target task information during model construction. Conventional inductive learning approaches such as the Support Vector Machine classifier use only the training examples to build a model. Transductive learning approaches also use the distribution of the unlabeled test examples. They jointly learn the labels on the test examples while minimizing the error on the labeled training examples. This often results in a good performance, as the classifier has additional information about the unseen test data. In our work here, we use transductive learning for transfer learning in particular the Transductive Support Vector Machine
algorithm (T-SVM) \cite{Joachims2009}. The training examples are the source task examples, i.e human-Salmonella protein interactions. We use the target task examples as the test data.

**Training negatives:** Since there are 62 known PPIs in the source task, we sample a set of random 6200 human-Salmonella protein pairs to maintain the positive:negative class ratio at 1:100.

Figure 5.4 depicts this setting. This method thus builds a model by using data from both hosts. The optimization function of T-SVM jointly minimizes the training error on the known human-pathogen interactions and the label assignments on the unknown plant-pathogen interactions. The set of target examples can not be used entirely as it is very large and makes the T-SVM algorithm very computationally expensive. Hence we randomly sample 1 percent of the target dataset. For the T-SVM based algorithm to be effective, the kernel function that is used to compute the similarity between examples matters a lot. We use a homology-based kernel function that incorporates the BLAST similarity score between the proteins. Let $x^s_i$ be the feature-vector representing a source task example: the protein pair $< s_s, h_s >$ where $s_s$ is the Salmonella protein (i.e the pathogen protein) and $h_s$ is the host protein. Let the target task example be the protein pair $< s_t, a_t >$ where $a_t$ is the Arabidopsis protein; and the corresponding feature vector be $x^t_k$. The kernel function $k$ that computes the similarity between the given two pairs of proteins (i.e their feature vectors) is defined as shown below.

$$
\begin{align*}
    k(x^s_i, x^t_k) &= \text{sim}(p_s, p_t) + \text{sim}(h_s, a_t) \quad (5.1) \\
    k(x^s_i, x^s_j) &= \text{dot}(x^s_i, x^s_j) \quad (5.2) \\
    k(x^t_i, x^t_j) &= \text{dot}(x^t_i, x^t_j) \quad (5.3)
\end{align*}
$$

where $\text{sim}(m, n) = \text{normalized-BLAST-score}(m, n)$

Equation (5.1) is used in the case where the two protein pairs come from different tasks. We use homology-distance between the pathogen proteins and the host proteins to compute the kernel. The homology distance itself is simply the BLAST protein sequence alignment score. Equation (5.2) and Equation (5.3) show the computation when the examples both come from the same task. Here we simply take the dot product of the two feature vectors. This kernel is symmetric. The similarity between two sequences $\text{sim}(m, n)$ is computed using the bit-score from BLAST sequence alignment, normalized using the sequence length of the larger protein. We used the SVM\textit{light} package \cite{Joachims2009} and incorporated our kernel function into it. The parameter tuning for T-SVM (the regularization parameter $C$) was done using cross validation on the PPIs where we have the true labels. We found $C = 0.1$ was the best setting. This best model is subsequently used to generate predictions on all Arabidopsis-Salmonella protein-pairs. The model outputs a score indicating the distance from the classifier hyperplane. A positive score indicates that the protein-pair is on the positive side of the hyperplane and hence closer to the known interacting protein-pairs. All such protein-pairs will be considered as potential interactions predicted by this model.
Approach-3: Kernel Mean Matching

Our transfer learning scenario here consist of the following setting: multiple ‘source’ tasks with small amounts of labeled data, a single ‘target’ task with no labeled data. The first challenge is to pick the best instances from the source tasks, such that the resultant model when applied on the target task generates high confidence predictions. Towards this, we use the instance reweighting technique Kernel Mean Matching (KMM). The reweighted source task instances are used to build a kernelized support vector machine (SVM) model, which is applied on the target task data to get the predicted PPIs. This brings forth the second challenge - selecting appropriate hyper-parameters while building a model for a task with no labeled data. For simplicity we also use the same set of features across all tasks (protein sequence features). However the data distribution will be different across tasks due to the different organisms involved.

This approach is based on instance-transfer where the goal is to pick from each of the source tasks, the most relevant instances w.r.t the target task. We use a two-step process: (1) the first step does the instance weighting on the source tasks. (2) the second step uses the reweighted instance to build several SVM classifier models – one model for each hyper-parameter setting. To deal with the second challenge, we present two heuristic methods to select the best set of hyperparameters.

Step-1: Instance reweighting

The similarity between the source and target data can be expressed using the similarity in their distributions \(P_S(x, y)\) and \(P_t(x, y)\). Here \(P_S\) represents the joint distribution of all source tasks. Since we do not have access to the labels \(y\) on the target, we make a simplifying assumption that there is only a covariate shift between the source and target tasks - i.e the conditional distribution \(P(y|x)\) is the same for both tasks. Mathematically, \(\frac{P_S(x, y)}{P_t(x, y)} = \frac{P_S(x)}{P_t(x)} = r(x)\). Many methods have been proposed for estimating the ratio \(r\). Sugiyama et al. [2008] proposed an algorithm Kullback-Leibler Importance Estimation Procedure (KLIEP) to estimate \(r\) directly without estimating the densities of the two distributions.
We use the nonparametric Kernel Mean Matching (KMM) [Huang et al., 2007], which was originally developed to handle the problem of covariate shift between the training and test data distributions. KMM reweighs the training data instances such that the means of the training and test data distributions are close in a reproducing kernel Hilbert space (RKHS). This approach does not require distribution estimation. Let $x_i^S \sim P_S$ and $n_S$ be the number of source instances from all source tasks. Let $x_i^t \sim P_t$ and $n_t$ be the number of target instances. Let $\beta_i$ represent the “importance” of the source instances. KMM uses a function based on the maximum mean discrepancy statistic (MMD). In the form written below, it minimizes the difference between the empirical means of the joint source and target distributions.

$$
\min_{\beta} \left\| \frac{1}{n_S} \sum_{i=1}^{n_S} \beta_i \Phi(x_i^S) - \frac{1}{n_t} \sum_{j=1}^{n_t} \Phi(x_j^t) \right\|^2
$$

(5.5)

$$
\Leftrightarrow \min_{\beta} \frac{1}{n_S^2} \beta^T K \beta - \frac{2}{n_S^2} \kappa^T \beta + C
$$

(5.6)

subject to $\beta_i \in [0, B]$ and $\sum_i \beta_i \leq n_S$

(5.7)

where $K_{i,j} = k(x_i^S, x_j^S)$ and $\kappa_i = \frac{n_S}{n_t} \sum_j k(x_i^S, x_j^t)$

(5.8)

$K$ is the kernel matrix over all the source examples. The function (1) is a quadratic program and can be efficiently solved using sequential minimal optimization (SMO), projected gradient based methods. We use the KMM implementation from the Shogun [Sonnenburg et al., 2010] package.

Selecting an appropriate set of source and target instances:

Using all instances in the optimization problem in equation (1) is infeasible for two reasons. The optimization involves the computation of the gram matrix $K$ of $O(n^2)$ where $n$ is the number of instances. Typically the total number of protein-protein pairs between a host-pathogen are of the order of 100 million. Secondly, the total number of labeled source instances is quite small ($\approx 1500$). This set is likely to get underweighted (i.e $\beta_i \approx 0$) if there are too many unlabeled source instances. To represent the source’s empirical mean, in addition to the labeled instances we randomly sample four times as many unlabeled instances. For the target, we randomly sampled $n_S$ instances.

Step-2: Model learning

Once we have the optimal set of source instances, we can train a Kernel-SVM model using these. Along with the first step, we thus call this two step process KMM-SVM. We pick a kernel-based learning algorithm since we plan to extend our work to deal with different feature spaces across the tasks. In such a scenario, the only mechanism to operate on the target data is via similarities, i.e the kernel. The dual formulation for the weighted version of SVM solves the following problem, where the weights $\beta_i$ were obtained in Step-1.
\[ \min_{\alpha} \sum_{i=1}^{n_S} \alpha_i - \frac{1}{2} \sum_{i,j} \alpha_i \alpha_j y_i y_j K(x_i^S, x_j^S) \]  
\[ \text{subject to } \sum_i \alpha_i y_i = 0 \text{ and } \beta_i C \geq \alpha_i \geq 0 \]  
(5.9)  
(5.10)

**Model selection**

Parameter tuning and selecting the best model in the absence of labeled data is a very hard problem. The model built on the source data cannot be tuned using cross validation on the source data because doing so will optimize it for the source distribution. Hence we developed two heuristic approaches to select the best hyperparameters. The first one uses the expected class-skew on the target task while the second uses reweighted cross-validation.

**Class-skew based parameter selection:**

We first built several models by doing a grid-search on the classifier hyper-parameters. There are 3 parameters to tune for the Kernel-SVM: the kernel width \( \gamma \), the cost parameter \( C \), the weight parameter for the positive class \( w_+ \). The total number of parameter combinations in our grid-search were 50. We thus had 50 models trained on the reweighted source data obtained after KMM in Step-1 (Section 5.2). We applied each model on the target data and computed the predicted class-skew \( r_{\text{pred}} \) using the predicted class labels. The expected class skew based on our understanding of the PPI experimental literature is roughly 1:100 (\( = r_{\text{true}} \)). We ranked all 50 models on the statistic \( |r_{\text{pred}} - r_{\text{true}}| \). The top \( k \) models were selected based on this criteria and a weighted voting ensemble was built using them. This ensemble was used to get the final class label on the target data. We used \( k=5 \).

**Aggregating the models and assigning interaction scores:**

In our experiments, we used \( k=5 \) to pick the best models w.r.t the ranking statistic described above. Note that each model gives us a classifier score for every protein-pair in the test data, which can be considered to be the probability of interaction. For \( k=5 \), we have five scores for each test protein-pair. These scores were aggregated using two criteria:

(a) the majority vote over the five models where each model votes ‘yes’ if the output probability score is greater than or equal to 0.5

(b) the averaged of all five probability scores

**Spectrum RBF kernel**

We used a variant of the spectrum kernel, based on the features used by Dyer et al. [2011] for HIV-human PPI prediction. The kernel uses the \( n \)-mers of a given input sequence and is defined as: 
\[ k_{sp}^n(x, x') = \exp\left(-\frac{\|\phi_{sp}(x) - \phi_{sp}(x')\|^2}{\sigma^2}\right), \]  
where \( x, x' \) are two sequences over an alphabet \( \Sigma \). Instead of using the 20 amino acids as the alphabet \( \Sigma \), we used a classification of the amino-acids. There are seven classes based on the electrostatic and hydrophobic properties of proteins, i.e \( |\Sigma|=7 \). Here \( \phi_{sp} \) transforms a sequence \( s \) into a \( |\Sigma|^n \)-dimensional feature-space. One dimension of \( \phi_{sp}^n \) corresponds to the normalized frequency of one of the \( 7^n \) possible strings in \( s \). We use \( n=2,3,4,5 \).
Features
The features used in each approach are shown in Table 5.1 and discussed in detail in §2.3.

5.3 Negative examples
The PPI datasets from the publicly available databases give us only positive examples. We construct a set of negatives, using a heuristic often used in the PPI prediction literature. Please refer to §2.4 for background and a detailed discussion on negative examples and the approach we take to generate them. Note that the rest of this section assumes that you have perused §2.4.

The homology-based transfer method does not directly use any negative examples/interaction ratios. In the case of T-SVM, while training the transductive model, we use negative examples from the source task. In the case of KMM-SVM, the data used to build the model comes from the source tasks, where negative examples from each source task are used. Next, during the model selection phase we pick the best models based on the interaction ratio of the model over the predictions on the target task (See Section 5.2 for details). No explicit negative examples are used in this part; the interaction ratio is simply used to pick the best model.

We initially chose a positive:negative class ratio of 1:100 meaning that we expect 1 in every 100 random bacteria-human protein pairs to interact with each other. This has been a common practice in host-pathogen PPI prediction in the past [Dyer et al., 2007; Tastan et al., 2009; Dyer et al., 2011]. Recently published work [Mukhtar et al., 2011b] involving a yeast-2-hybrid study on plant-bacterial PPIs suggests a higher interaction ratio of around 1:1000. Our choice of 1:100 as the class-skew is an overestimate when considering interactions with all Salmonella genes, but if we restrict the binding partners to only the so-called Salmonella effector proteins, the ratio we use is reasonable. (There are ≈85 known Salmonella effector genes). Further, a ratio of 1:1000 makes it very slow to train the Kernel-SVM and the Transductive SVM models. Nonetheless, we also calculated the predictions for a higher skew of 1:500. The results are described in §5.4.

Code: The executable files from the packages used to build our methods, and the scripts that we used to run these can be downloaded here: http://www.cs.cmu.edu/~mkshirsa/data/frontiers2014/code.zip

5.4 Results and Discussion
A quantitative evaluation on the target task i.e plant-Salmonella is currently not feasible as there is no known PPI data. Hence for the purpose of evaluation, we used some of the PPI datasets as ‘sources’ for building a model and one as the ‘target’. We evaluate the machine-learning based methods in two settings of transfer: pathogen-level transfer, where the host is fixed to be human and the pathogen is one of various bacterial species. The second setting host-level transfer, is more relevant and refers to the case where the pathogen is fixed to be Salmonella and we modify the host species. Since there are few known PPIs involving Salmonella, we are only able to experiment with mouse as an alternate host. There are 14 known mouse-Salmonella PPIs. Interestingly they involve mouse proteins whose human homologs also interact with the
same *Salmonella* proteins - i.e these 14 PPIs have interologs in the human-*Salmonella* dataset.

The source tasks (i.e training data) and target task (i.e test datasets) are shown in the Table 5.2. Parameters for all methods are tuned using a class-skew based model selection similar to the one described in Section 5.2 for the KMM-SVM method. We compare the following machine-learning based methods:

- Inductive Kernel-SVM (Baseline): This model assumes that the source and target distributions are identical. All source data is pooled together and used to build a single model. For the kernel we used the RBF-spectrum kernel

- Transductive SVM (T-SVM): This is the method described in §5.2

- KMM-SVM: This method is discussed in §5.2

<table>
<thead>
<tr>
<th>Source task(s) (training data)</th>
<th>Target task (test data)</th>
<th>Method</th>
<th>P†</th>
<th>R†</th>
<th>F1†</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>Salmonella</em>-human</td>
<td><em>Salmonella</em>-mouse</td>
<td>Baseline</td>
<td>42.8</td>
<td>93.7</td>
<td>58.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>T-SVM</td>
<td>45.4</td>
<td>93.7</td>
<td>61.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>KMM-SVM</td>
<td>51.7</td>
<td>93.7</td>
<td>66.7</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Source task(s) (training data)</th>
<th>Target task (test data)</th>
<th>Method</th>
<th>P†</th>
<th>R†</th>
<th>F1†</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>Salmonella</em>-mouse</td>
<td><em>Salmonella</em>-human</td>
<td>Baseline</td>
<td>95.4</td>
<td>33.8</td>
<td>50.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>T-SVM</td>
<td>67.5</td>
<td>43.5</td>
<td>52.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>KMM-SVM</td>
<td>100.0</td>
<td>35.5</td>
<td>52.0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Source task(s) (training data)</th>
<th>Target task (test data)</th>
<th>Method</th>
<th>P†</th>
<th>R†</th>
<th>F1†</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>Francisella</em>-human,</td>
<td><em>Salmonella</em>-human</td>
<td>Baseline</td>
<td>17.8</td>
<td>12.9</td>
<td>14.9</td>
</tr>
<tr>
<td><em>E.coli</em>-human</td>
<td></td>
<td>T-SVM</td>
<td>15.0</td>
<td>14.5</td>
<td>14.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>KMM-SVM</td>
<td>25.7</td>
<td>16.1</td>
<td>19.9</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Source task(s) (training data)</th>
<th>Target task (test data)</th>
<th>Method</th>
<th>P†</th>
<th>R†</th>
<th>F1†</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>Salmonella</em>-human</td>
<td><em>E.coli</em>-human</td>
<td>Baseline</td>
<td>12.9</td>
<td>12.5</td>
<td>12.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>T-SVM</td>
<td>10.4</td>
<td>15.6</td>
<td>12.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>KMM-SVM</td>
<td>15.9</td>
<td>21.9</td>
<td>18.4</td>
</tr>
</tbody>
</table>

†- computed using the default classifier threshold: 0.5
The positive:negative class ratio in all datasets was 1:100
The performance of a random classifier would be F-score=1

Table 5.2: Performance of the machine learning based methods on various transfer settings. We compare them with a simple baseline: inductive kernel-SVM. We report precision (P), recall (R) and f-score (F1). The data that was used to build each of the models is shown in the first column. The second column shows the target task – the data on which we evaluate the model. The numbers in bold font indicate the highest performance in that column (i.e for that metric).
The host-level transfer performance is shown in the first two rows of Table 5. The KMM-SVM based method performs much better while transferring from Salmonella-human to Salmonella-mouse. The recall is very high at 93.7 since the mouse-pathogen PPIs are interologs of the human-pathogen PPIs. The precision is not as high as some additional positives are predicted and we found that they had a high classifier score. These ‘false positives’ are likely to be true interactions. For the reverse setting, T-SVM does slightly better than the KMM-SVM and 2 points higher than the baseline. Note that here, the source data is very small in size with only 14 PPIs. In the pathogen-level transfer, on the Salmonella-human target task, the F1 of the KMM-SVM method is the highest at 19.9 and is 5 points better than the other two methods. On the E.coli-human task, the performance is 18.4 which is 5.7 points better than the other methods.

A very interesting observation to make from the table is, the performance on the target task: Salmonella-human in the two settings. In the host-level transfer, the F1 is 52 whereas in the pathogen-level transfer it is much lower at 19.9. The hosts human and mouse are much more similar than the group of bacterial species namely: Salmonella, E. coli and F. tularensis. The source tasks are indeed very critical in determining the performance on the target.

Analysis

We apply the models trained using the procedures from previous sections on Arabidopsis-Salmonella protein-pairs to get predictions for potential interactions. The homology based approach does not assign any confidence scores to the predictions while both T-SVM and KMM-SVM allow us to obtain a score for every predicted interaction. All predictions from T-SVM with a positive score (>0) are considered to be interacting. For the KMM-SVM method, we filter the predictions using a threshold of 0.7 on the averaged probability-score. (See Section 5.2 for details on the probability score computation for the KMM-SVM method). We chose this threshold of 0.7 since all positives in our training data are assigned a score ≥0.7 by the classifier model. The full lists of predicted interactions from all three approaches are available at the following link: [http://www.cs.cmu.edu/~mkshirsa/data/frontiers2014/predictions.zip](http://www.cs.cmu.edu/~mkshirsa/data/frontiers2014/predictions.zip)

The total number of PPI predictions based on the score thresholds described above are: 106,807 for homology-based, 1088 for T-SVM and 163,644 from KMM-SVM. Hundreds of thousands of interacting pairs may not be likely and we therefore expect that many of the predictions are likely to be false positives (FPs). We would like to emphasize that, by ranking the predictions on the classifier scores and picking only the top few we are likely to filter out most of the false positives, since the machine learning models are expected to score FPs lower than the true positives. The threshold of 0.7 for KMM-SVM was chosen just to ensure consistency with the threshold that we observed in the training data (i.e in the known interactions). If one considers say the top 10% of the predictions from the KMM-SVM method, we have 1636 PPIs over ≈1300 unique Arabidopsis proteins and 5 Salmonella proteins. Choosing by thresholding the prediction score is one way to select potential interactions for further scrutiny. Another approach is to analyze the predictions based on the biological functions one is interested in. To demonstrate the type of biological functions that are represented in the predictions, we performed GO term enrichment analysis of the Arabidopsis proteins involved in the predictions. We can then look at Arabidopsis genes with the most
Figure 5.5: Overlap amongst the novel PPI predictions from each approach. All predictions from the homology based approach and the T-SVM are shown. For the KMM-SVM method, we filter the predictions using a threshold of 0.7 on the interaction probability reported by the classifier. We picked this threshold based on the interaction probabilities reported on the known interactions.

<table>
<thead>
<tr>
<th>Approach</th>
<th>Homology</th>
<th>T-SVM</th>
<th>KMM-SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td># predicted interactions</td>
<td>106,807</td>
<td>1088</td>
<td>163,644</td>
</tr>
<tr>
<td># PPIs involving effectors</td>
<td>72461</td>
<td>718</td>
<td>163,397</td>
</tr>
<tr>
<td># unique arabidopsis genes</td>
<td>1107</td>
<td>92</td>
<td>25124</td>
</tr>
<tr>
<td># unique Salmonella genes</td>
<td>221</td>
<td>34</td>
<td>31</td>
</tr>
</tbody>
</table>

Because the ratio of 1 positive to 100 negative pairs likely overestimates the number of interactions, we next changed this ratio to 1:500 and generated a new model. As expected, a much smaller number of pairs are predicted namely, 6035. This is a more manageable list and the predictions of the new model are provided at [http://www.cs.cmu.edu/~mkshirsa/data/frontiers2014/predictions_class_skew_500.txt](http://www.cs.cmu.edu/~mkshirsa/data/frontiers2014/predictions_class_skew_500.txt).

Qualitative analysis of predicted interactions

As with any predictions, experimental validation is ultimately needed to verify them. The choice depends on the interest of the experimentalist. Here we have chosen for discussion a few predictions that are interesting to us, but we encourage the reader to look at the list of predictions for others of potential biological interest.

We calculated Gene Ontology (GO) enrichment in the Arabidopsis proteins predicted to be targeted by the Salmonella proteins. We are interested in analyzing the characteristics of the plant proteins predicted to be the most popular targets for pathogenesis. We defined the ‘popular targets’ using the following criteria: (a) the Arabidopsis protein is predicted to be targeted by at least 3 Salmonella effectors with a proba-
bility greater than 0.9 and (b) the GO term annotations of the Arabidopsis protein are significantly enriched (with a p-value of <0.001 as obtained by GO enrichment analysis using FuncAssociate [Berriz et al., 2003]). There are a total of 5247 Arabidopsis proteins satisfying these criteria. In Table 5.5 we show 20 Arabidopsis genes selected randomly from this set of highly targeted Arabidopsis proteins. In Table 5.3 we show the list of all enriched GO terms.

For each gene we show the description and the enriched GO annotations. Among the presented Arabidopsis proteins, nearly one third are transcription factors. These function e.g. in hormone-mediated signalling pathways. It has been reported that jasmonic acid and ethylene signaling pathways are involved in plant defense response against Salmonella [Schikora et al., 2008]. Other examples that highlight the role of transcription factors in plant-pathogen interaction are e.g. that a Xanthomonas effector protein targets an ethylene responsive transcription factor (ERF) in tomato to inhibit ethylene induced transcription [Kim et al., 2013] and systemic immunity in barley induced by Xanthomonas and Pseudomonas bacteria may involve WRKY and ERF-like transcription factors [Dey et al., 2014]. Further, actin-11 and actin-related proteins involved in actin polymerization and depolymerization are obtained. It is well known that Salmonella translocates effectors into the mammalian host cell in order to interact with actin and e.g. modify the cell cytoskeleton to allow bacterial entry (for review see [Schleker et al., 2012]). Our analysis revealed growth regulating factor 1 (GRF1)-interacting factor 2, a transcriptional co-activator which is part of a regulatory complex with GRF1 and microRNA (miRNA) 396. MiRNAs are involved in plant disease resistance to bacteria and miRNA396 has been shown to be upregulated in plants upon flg22 treatment [Li et al., 2010]. Liu et al. [2014] reported that putative GRF1 targets in Arabidopsis are heavily involved in biosynthetic and metabolic pathways, e.g. phenylpropanoid, amino acids and lignin biosynthesis as well as plant hormone signal transduction indicating the role of GRF1 in plant defense mechanisms. Other examples of predicted interactions and more details of their possible relevance in Salmonella-plant interplay are discussed in the our other work [Schleker et al., 2015].

Conclusions and Future work

In this section, we addressed the challenge of predicting the Salmonella-Arabidopsis interactome in the absence of any experimentally known interactions. Previous work in this area was based purely on homology between human and Arabidopsis proteins and was therefore limited to proteins that do display sequence similarity. Due to the large divergence between the two organisms, this approach neglects a large fraction of potential Arabidopsis targets. We therefore presented here three different sophisticated computational and machine learning methods to predict hereto unknown Salmonella-plant interactions from a relatively small list of known Salmonella-human interactions. This is a very challenging task because it is not possible to quantitatively validate the predictions. Nonetheless, the predictions provide a gold-mine for discovery because they provide experimentally testable hypotheses on the communication mechanisms between plant and Salmonella without restriction to known effectors in the pathogen or sequences of similarity to those observed in better studied eukaryotic organisms. With these advantages comes a set of limitations to be aware of.

Since machine learning methods need some known interactions to evaluate the
models on, and to pick the best set of predictions, their application in this current context has limitations. For example, we can obtain different predictions from our methods by varying the parameters, especially the class skew (we studied the ratios 1:100 and 1:500). Because there are currently no known Salmonella-plant interactions, we are not able to quantify which of these sets of predictions is more reliable. Augmenting the predictions with some other biological information from the target task can help in picking the most plausible PPIs. This is a direction for future research. Further,

1. The interactome predicted by each method is not the true interactome, but is a set of predictions. There will be false positive and false negative interactions. Thus, each individual prediction has to be considered a hypothesis not a fact.

2. In line with point 1 above, the size of the predicted interactomes does not necessarily relate to the true interactome. We don’t know how many interactions to expect. Our different predictions vary greatly in size, with one method predicting only one thousand interactions, while others predict more than 100,000 interactions. While it is more likely that smaller numbers of interactions are more likely, it does not mean that this method is inherently better than the other methods.

3. The size of the predicted interactions list also depends on a critical parameter, the positive to negative class ratio. This parameter is important but it is tuneable, so the methods validity is not dependent on its choice. However, it is important to appreciate that the predictions will differ greatly when this parameter is changed. Thus, biological insight in choosing predictions to validate still needs to be applied, regardless of the prior choice of ratio in generating the model.

These general limitations in the context of the specific results of the models presented here translate to the following issues: The data presented for the KMM-SVM model indicate that 163,644 PPIs are predicted (Figure 5.5). This is of the same order of magnitude as the number of false positives that would be predicted, given the reported false positive rate of the method that indicate ≈180,000 false positive PPIs would be expected. This raises the possibility that the bulk of the predictions may be false positives. The data presented for the KMM-SVM model also indicates that 25,124 distinct Arabidopsis genes participate in PPIs with 31 distinct Salmonella genes (Figure 5.5). This implies that 91% of the Arabidopsis protein-coding gene complement (TAIR10: 27,416 genes [http://www.arabidopsis.org/portals/genAnnotation/gene_structural_annotation/annotation_data.jsp]) enters into productive interaction with only 31 Salmonella proteins. It also implies that, on average, each interacting Salmonella protein is capable of productive interaction with over 5,000 Arabidopsis proteins. It is unlikely that this is the case, again suggesting that a large number of false positives have to be expected.
<table>
<thead>
<tr>
<th>GO term</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>GO:0003676</td>
<td>nucleic acid binding</td>
</tr>
<tr>
<td>GO:0003677</td>
<td>DNA binding</td>
</tr>
<tr>
<td>GO:0003700</td>
<td>sequence-specific DNA binding TF activity</td>
</tr>
<tr>
<td>GO:0003723</td>
<td>RNA binding</td>
</tr>
<tr>
<td>GO:0003735</td>
<td>structural constituent of ribosome</td>
</tr>
<tr>
<td>GO:0003755</td>
<td>peptidyl-prolyl cis-trans isomerase activity</td>
</tr>
<tr>
<td>GO:0003779</td>
<td>actin binding</td>
</tr>
<tr>
<td>GO:0003899</td>
<td>DNA-directed RNA polymerase activity</td>
</tr>
<tr>
<td>GO:0004298</td>
<td>threonine-type endopeptidase activity</td>
</tr>
<tr>
<td>GO:0004693</td>
<td>cyclin-dependent protein serine/threonine kinase activity</td>
</tr>
<tr>
<td>GO:0004842</td>
<td>ubiquitin-protein transferase activity</td>
</tr>
<tr>
<td>GO:0004871</td>
<td>signal transducer activity</td>
</tr>
<tr>
<td>GO:0005484</td>
<td>SNAP receptor activity</td>
</tr>
<tr>
<td>GO:0005507</td>
<td>copper ion binding</td>
</tr>
<tr>
<td>GO:0005509</td>
<td>calcium ion binding</td>
</tr>
<tr>
<td>GO:0005515</td>
<td>protein binding</td>
</tr>
<tr>
<td>GO:0005525</td>
<td>GTP binding</td>
</tr>
<tr>
<td>GO:0005576</td>
<td>extracellular region</td>
</tr>
<tr>
<td>GO:0005622</td>
<td>intracellular region</td>
</tr>
<tr>
<td>GO:0005634</td>
<td>nuclear envelope</td>
</tr>
<tr>
<td>GO:0005839</td>
<td>proteasome core complex</td>
</tr>
<tr>
<td>GO:0005840</td>
<td>ribosome</td>
</tr>
<tr>
<td>GO:0006351</td>
<td>transcription, DNA-templated</td>
</tr>
<tr>
<td>GO:0006355</td>
<td>regulation of transcription, DNA-templated</td>
</tr>
<tr>
<td>GO:0006412</td>
<td>translation</td>
</tr>
<tr>
<td>GO:0006413</td>
<td>translational initiation</td>
</tr>
<tr>
<td>GO:0006457</td>
<td>protein folding</td>
</tr>
<tr>
<td>GO:0006511</td>
<td>ubiquitin-dependent protein catabolic process</td>
</tr>
<tr>
<td>GO:0007264</td>
<td>small GTPase mediated signal transduction</td>
</tr>
<tr>
<td>GO:0007267</td>
<td>cell-cell signaling</td>
</tr>
<tr>
<td>GO:0008270</td>
<td>zinc ion binding</td>
</tr>
<tr>
<td>GO:0008794</td>
<td>arsenate reductase (glutaredoxin) activity</td>
</tr>
<tr>
<td>GO:0009408</td>
<td>response to heat</td>
</tr>
<tr>
<td>GO:0009409</td>
<td>response to cold</td>
</tr>
<tr>
<td>GO:0009414</td>
<td>response to water deprivation</td>
</tr>
<tr>
<td>GO:0009570</td>
<td>chloroplast stroma</td>
</tr>
<tr>
<td>GO:0009579</td>
<td>thylakoid</td>
</tr>
<tr>
<td>GO:0009651</td>
<td>response to salt stress</td>
</tr>
<tr>
<td>GO:0009733</td>
<td>response to auxin</td>
</tr>
<tr>
<td>GO:0008233</td>
<td>peptidase activity</td>
</tr>
</tbody>
</table>

Table 5.3: List of all enriched GO terms obtained by applying enrichment analysis tool FuncAssociate ([Berriz et al. 2003](#)) on the set of highly targeted *Arabidopsis* proteins (i.e *Arabidopsis* proteins predicted to interact with at least 3 *Salmonella* effectors). The shown terms had a p-value less than 0.001.
<table>
<thead>
<tr>
<th>GO term</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>GO:0009737</td>
<td>response to abscisic acid</td>
</tr>
<tr>
<td>GO:0009739</td>
<td>response to gibberellin</td>
</tr>
<tr>
<td>GO:0009751</td>
<td>response to salicylic acid</td>
</tr>
<tr>
<td>GO:0009753</td>
<td>response to jasmonic acid</td>
</tr>
<tr>
<td>GO:0009828</td>
<td>plant-type cell wall loosening</td>
</tr>
<tr>
<td>GO:0009873</td>
<td>ethylene mediated signaling pathway</td>
</tr>
<tr>
<td>GO:0010200</td>
<td>response to chitin</td>
</tr>
<tr>
<td>GO:0015031</td>
<td>protein transport</td>
</tr>
<tr>
<td>GO:0015035</td>
<td>protein disulfide oxidoreductase activity</td>
</tr>
<tr>
<td>GO:0016491</td>
<td>oxidoreductase activity</td>
</tr>
<tr>
<td>GO:0016607</td>
<td>nuclear speck</td>
</tr>
<tr>
<td>GO:0016762</td>
<td>xyloglucan:xyloglucosyl transferase activity</td>
</tr>
<tr>
<td>GO:0022626</td>
<td>cytosolic ribosome</td>
</tr>
<tr>
<td>GO:0022627</td>
<td>cytosolic small ribosomal subunit</td>
</tr>
<tr>
<td>GO:0042254</td>
<td>ribosome biogenesis</td>
</tr>
<tr>
<td>GO:0042742</td>
<td>defense response to bacterium</td>
</tr>
<tr>
<td>GO:0043565</td>
<td>sequence-specific DNA binding</td>
</tr>
<tr>
<td>GO:0045454</td>
<td>cell redox homeostasis</td>
</tr>
<tr>
<td>GO:0045892</td>
<td>negative regulation of transcription, DNA-templated</td>
</tr>
<tr>
<td>GO:0045893</td>
<td>positive regulation of transcription, DNA-templated</td>
</tr>
<tr>
<td>GO:0046686</td>
<td>response to cadmium ion</td>
</tr>
<tr>
<td>GO:0046872</td>
<td>metal ion binding</td>
</tr>
<tr>
<td>GO:0051726</td>
<td>regulation of cell cycle</td>
</tr>
</tbody>
</table>

Table 5.4: Table 5.3 continued from above ...
<table>
<thead>
<tr>
<th>Arabidopsis (TAIR id)</th>
<th>Protein name/gene</th>
<th>Enriched Gene Ontology annotations</th>
<th>Corresponding GO terms</th>
</tr>
</thead>
<tbody>
<tr>
<td>AT1G01030</td>
<td>B3 domain containing transcription factor</td>
<td>sequence-specific DNA binding transcription factor activity; regulation of transcription, DNA-templated</td>
<td>GO:0003670, GO:0006355</td>
</tr>
<tr>
<td>AT1G06160</td>
<td>Ethylene-responsive transcription factor ERF094</td>
<td>DNA binding; sequence-specific DNA binding transcription factor activity; regulation of transcription from RNA-polymerase II promoter; response to jasmonic acid stimulus</td>
<td>GO:0003677, GO:0003700, GO:0006355, GO:0009753</td>
</tr>
<tr>
<td>AT1G01060</td>
<td>Myb-related putative transcription factor</td>
<td>response to cadmium ion; response to salt stress; response to auxin stimulus; response to cold</td>
<td>GO:0046686, GO:0009651, GO:0009733, GO:0009409</td>
</tr>
<tr>
<td>AT1G13180</td>
<td>Actin-related protein 3</td>
<td>actin binding</td>
<td>GO:0003779</td>
</tr>
<tr>
<td>AT2G40220</td>
<td>Ethylene-responsive transcription factor ABI4, Protein glucose insensitive 6</td>
<td>DNA binding; response to water deprivation; positive regulation of transcription, DNA-dependent; sequence-specific DNA binding</td>
<td>GO:0003677, GO:0009414, GO:0045893, GO:0043565</td>
</tr>
<tr>
<td>AT2G46400</td>
<td>Putative WRKY transcription factor 46</td>
<td>response to chitin</td>
<td>GO:0010200</td>
</tr>
<tr>
<td>AT1G01080</td>
<td>Ribonucleoprotein, putative</td>
<td>nucleic acid binding; RNA binding</td>
<td>GO:0003676, GO:0003723</td>
</tr>
<tr>
<td>AT3G12110</td>
<td>Actin-11</td>
<td>chloroplast stroma</td>
<td>GO:0009570</td>
</tr>
<tr>
<td>AT3G56400</td>
<td>Probable WRKY transcription factor 70</td>
<td>response to salicylic acid stimulus; sequence-specific DNA binding transcription factor activity; protein amino acid binding</td>
<td>GO:0009751, GO:0003700, GO:0005515</td>
</tr>
<tr>
<td>AT1G01090</td>
<td>Pyruvate dehydrogenase E1 component subunit alpha-3, chloroplastic chloroplast stroma</td>
<td>GO:0009570</td>
<td></td>
</tr>
<tr>
<td>AT4G099570</td>
<td>Ca-dependent protein kinase 4</td>
<td>protein amino acid binding</td>
<td>GO:0005515</td>
</tr>
<tr>
<td>AT1G01150</td>
<td>Homeodomain-like protein with RING-type zinc finger domain</td>
<td>zinc ion binding; regulation of transcription, DNA-templated</td>
<td>GO:0008270, GO:0006355</td>
</tr>
<tr>
<td>AT4G18170</td>
<td>Probable WRKY transcription factor 28</td>
<td>regulation of transcription, DNA-templated; sequence-specific DNA binding transcription factor activity</td>
<td>GO:0006355, GO:0003700</td>
</tr>
<tr>
<td>AT1G01160</td>
<td>GRF1-interacting factor 2</td>
<td>protein amino acid binding</td>
<td>GO:0005515</td>
</tr>
<tr>
<td>AT1G01200</td>
<td>Ras-related protein RABA3</td>
<td>GTP binding; small GTPase mediated signal transduction; protein transport</td>
<td>GO:0005525, GO:0007264, GO:0015031</td>
</tr>
<tr>
<td>AT5G47220</td>
<td>Ethylene-responsive transcription factor 2</td>
<td>positive regulation of transcription, DNA-dependent; ethylene mediated signaling pathway</td>
<td>GO:0045893, GO:0009873</td>
</tr>
<tr>
<td>AT1G01250</td>
<td>Ethylene-responsive TF ERF023</td>
<td>sequence-specific DNA binding; transcription factor activity; nuclear envelope</td>
<td>GO:0003700, GO:0005634</td>
</tr>
<tr>
<td>AT1G01350</td>
<td>Zinc finger CCCH domain-containing protein 1</td>
<td>nucleic acid binding; zinc ion binding</td>
<td>GO:0003676, GO:0008270</td>
</tr>
<tr>
<td>AT1G01370</td>
<td>Histone H3-like centromeric protein HTR12</td>
<td>DNA binding; protein amino acid binding</td>
<td>GO:0003677, GO:0005515</td>
</tr>
</tbody>
</table>

Table 5.5: GO terms that were enriched in the most targeted Arabidopsis proteins in our predictions. To get this list, we performed a GO enrichment analysis using the FuncAssociate [Berriz et al., 2003]. We then procure the set of Arabidopsis genes which correspond to the enriched GO terms; i.e. GO terms with a p-value of < 0.001. We further filter this set to include only those Arabidopsis genes predicted to interact with at least 3 Salmonella effector proteins. In this table, we show around 20 such Arabidopsis genes for the lack of space. The remaining are available via the download link.
Chapter 6

Frame-Semantic Role Labeling with Heterogeneous Annotations

Semantic role labeling (SRL) is a task in natural language processing concerned with the computational detection of meaning in sentences. This sentence-level semantic analysis of text characterizes events and relations in the sentence. The *predicate* (typically a verb) establishes “what” took place, and other sentence components express the participants in the event, as well as further event properties. Consider the sentence:

Christopher Nolan directed the movie Batman Begins for Warner Bros in 2005.

The verb *direct* is the predicate connecting the ‘who’: ‘Christopher Nolan’ with the ‘what’: ‘the movie Batman Begins’ and ‘when’: ‘2005’. Each of these constituents has a *role* indicating their semantic meaning in the context of the sentence and the predicate. ‘Christopher Nolan’ is the **Artist**, ‘the movie Batman Begins’ is the **Production**, ‘Warner Bros’ is the **Studio** and ‘2005’ is the **Time**. The predicate itself is also assigned a label to disambiguate its’ sense in the sentence. For instance, *direct* could also appear in the sense of ‘aim’ or ‘target’: Let me direct your attention to this thesis’s appendix.

Recently, several corpora have been manually annotated with semantic roles resulting in resources such as FrameNet [Baker et al., 1998, Fillmore and Baker, 2009], PropBank [Palmer et al., 2005], NomBank. These have enabled the development of statistical approaches for SRL and it has become a well-defined task with a substantial body of work and comparative evaluation. The roles and predicates from SRL can be used in many downstream applications such as question answering, summarization of text, translation of sentences, information retrieval and extraction (search engines), dialogue systems etc.

The use of SRL systems in real-world applications has thus far been limited, mainly due to their limited coverage of semantics. The high cost of semantic structure annotation is one of the major obstacles to obtaining a broad coverage. The annotated datasets that exist are often small, hindering the accuracy and domain robustness of models trained on them. However, low-resource tasks may benefit from exploiting *out-of-domain* annotated data, as well as data with different (but related) forms of annotation, for additional training data or features.

[^1]: [http://framenet.icsi.berkeley.edu](http://framenet.icsi.berkeley.edu)
do you want me to hold off until I finish July and August?

Figure 6.1: Part of a sentence from FrameNet full-text annotation. 3 frames and their arguments are shown: DESIRING is evoked by want, ACTIVITY_FINISH by finish, and HOLDING_OFF_ON by hold off. Thin horizontal lines representing argument spans are labeled with role names. (Not shown: July and August evoke CALENDRIC_UNIT and fill its Unit role.)

In this work [Kshirsagar et al., 2015b], we address the argument identification (a form of SRL), which is a subtask of frame-semantic parsing. Given a sentence, frame-semantic parsing methods [Gildea and Jurafsky, 2002, Das et al., 2014] find and map the predicates to the frames they evoke, and for each frame, find and label its argument phrases with frame-specific roles. An example appears in figure 6.1, which will be explained in detail in §6.1. This task is challenging because there are only a few thousand fully annotated sentences for supervised training. Our contribution addresses the paucity of annotated data for training using standard domain adaptation techniques. We exploit three annotation sources:

- the frame-to-frame relations in FrameNet, by using hierarchical features to share statistical strength among related roles (§6.2),
- FrameNet’s corpus of partially-annotated exemplar sentences, by using “frustratingly easy” domain adaptation (§6.2), and
- a PropBank-style SRL system, by using guide features (§6.2)²

These expansions of the training corpus and the feature set for supervised argument identification are integrated into SEMAFOR [Das et al., 2014], the leading open-source frame-semantic parser for English. We observe a 4% $F_1$ improvement in argument identification on the FrameNet test set, leading to a 1% $F_1$ improvement on the full frame-semantic parsing task. Our code and models are available at http://www.ark.cs.cmu.edu/SEMAFOR/

6.1 FrameNet

FrameNet represents events, scenarios, and relationships with an inventory of frames (such as SHOPPING and SCARCITY). Each frame is associated with a set of roles (or frame elements) called to mind in order to understand the scenario, and lexical predicates (verbs, nouns, adjectives, and adverbs) capable of evoking the scenario. For example, the BODY_MOVEMENT frame has Agent and Body_part as its core roles, and

²Preliminary experiments training on PropBank annotations mapped to FrameNet via SemLink 1.2.2c [Bonial et al., 2013] hurt performance, likely due to errors and coverage gaps in the mappings.
the people really want us to stay the course and finish the job.

Figure 6.2: A PropBank-annotated sentence from OntoNotes [Hovy et al., 2006]. The PB lexicon defines rolesets (verb sense–specific frames) and their core roles: e.g., finish-v-01 ‘cause to stop’, A0 ‘intentional agent’, A1 ‘thing finishing’, and A2 ‘explicit instrument, thing finished with’. (finish-v-03, by contrast, means ‘apply a finish, as to wood’.) Clear similarities to the FrameNet annotations in figure 6.1 are evident, though PB uses lexical frames rather than deep frames and makes some different decisions about roles (e.g., want-v-01 has no analogue to Focal_participant).

Hierarchy

The FrameNet lexicon is organized as a network, with several kinds of frame-to-frame relations linking pairs of frames and (subsets of) their arguments [Ruppenhofer et al., 2010]. In this work, we consider two kinds of frame-to-frame relations:

Inheritance: E.g., ROBBERY inherits from COMMITTING_CRIME, which inherits from MISDEED. Crucially, roles in inheriting frames are mapped to corresponding roles in inherited frames: ROBBERY.Perpetrator links to COMMITTING_CRIME.Perpetrator, which links to MISDEED.Wrongdoer, and so forth. Another example is: PUNCTUAL_PERCEPTION (e.g., glimpse.v) inherits from PERCEPTION_EXPERIENCE (e.g., see.v), which inherits from PERCEPTION. Other frames inheriting from PERCEPTION include SENSATION (e.g., sight.n) and BECOMING_AWARE (e.g., notice.v). PUNCTUAL_PERCEPTION.Perceiver links to PERCEPTION_EXPERIENCE.Perceiver_passive, which links to PERCEPTION.Perceiver, which links to SENSATION.Perceiver_passive and BECOMING_AWARE.Cognizer.

Subframe: This indicates a subevent within a complex event. E.g., the CRIMINAL_PROCESS frame groups together subframes ARREST, ARRAINMENT and TRIAL. CRIMINAL_PROCESS.Defendant, for instance, is mapped to ARREST.Suspect, TRIAL.Defendant, and SENTENCING.Convict.

We say that a parent of a role is one that has either the Inheritance or Subframe relation to it. There are 4,138 Inheritance and 589 Subframe links among role types in FrameNet 1.5.

Related work

Prior work has considered various ways of grouping role labels together in order to share statistical strength. Matsubayashi et al. [2009] observed small gains from using the Inheritance relationships and also from grouping by the role name (SEMAFOR already incorporates such features). Johansson [2012] reports improvements in SRL for Swedish, by exploiting relationships between both frames and roles. Baldewein
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Table 6.1: Characteristics of the training and test data. (These statistics exclude the development set, which contains 4,463 frames over 746 sentences.)

<table>
<thead>
<tr>
<th></th>
<th>Full-Text</th>
<th></th>
<th>Exemplars</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>train</td>
<td>test</td>
<td>train</td>
<td>test</td>
</tr>
<tr>
<td>Sentences</td>
<td>2,780</td>
<td>2,420</td>
<td>137,515</td>
<td>4,132</td>
</tr>
<tr>
<td>Frames</td>
<td>15,019</td>
<td>4,458</td>
<td>137,515</td>
<td>4,132</td>
</tr>
<tr>
<td>Overt arguments</td>
<td>25,918</td>
<td>7,210</td>
<td>278,985</td>
<td>8,417</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TYPES</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Frames</td>
<td>642</td>
<td>470</td>
<td>862</td>
<td>562</td>
</tr>
<tr>
<td>Roles</td>
<td>2,644</td>
<td>1,420</td>
<td>4,821</td>
<td>1,224</td>
</tr>
<tr>
<td>Unseen frames</td>
<td>vs. train:</td>
<td>46</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Roles in unseen frames vs. train:</td>
<td>178</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unseen roles</td>
<td>vs. train:</td>
<td>289</td>
<td>38</td>
<td></td>
</tr>
<tr>
<td>Unseen roles</td>
<td>vs. combined train:</td>
<td>103</td>
<td>32</td>
<td></td>
</tr>
</tbody>
</table>

et al. [2004] learn latent clusters of roles and role-fillers, reporting mixed results. Our approach is described in §6.2.

Annotations


**Full-text (FT):** This portion of the FrameNet corpus consists of documents and has about 5,000 sentences for which annotators assigned frames and arguments to as many words as possible. Beginning with the SemEval-2007 shared task on FrameNet analysis, frame-semantic parsers have been trained and evaluated on the full-text data [Baker et al., 2007, Das et al., 2014]. The full-text documents represent a mix of genres, prominently including travel guides and bureaucratic reports about weapons stockpiles.

**Exemplars:** To document a given predicate, lexicographers manually select corpus examples and annotate them only with respect to the predicate in question. These singly-annotated sentences from FrameNet are called lexicographic exemplars. There are over 140,000 sentences containing argument annotations and relative to the FT dataset, these contain an order of magnitude more frame annotations and over two orders of magnitude more sentences. As these were manually selected, the rate of overt arguments per frame is noticeably higher than in the FT data. The exemplars formed the basis of early studies of frame-semantic role labeling [e.g., Gildea and Jurafsky 2002, Thompson et al., 2003, Fleischman et al., 2003, Litkowski 2004, Kwon et al., 2004]. Exemplars have not yet been exploited successfully to improve role labeling performance on the more realistic FT task.

---

3 Though these were annotated at the document level, and train/development/test splits are by document, the frame-semantic parsing is currently restricted to the sentence level.
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PropBank

PropBank [PB; Palmer et al., 2005] is a lexicon and corpus of predicate–argument structures that takes a shallower approach than FrameNet. FrameNet frames cluster lexical predicates that evoke similar kinds of scenarios. In comparison, PropBank frames are purely lexical and there are no formal relations between different predicates or their roles. PropBank’s sense distinctions are generally coarser-grained than FrameNet’s. Moreover, FrameNet lexical entries cover many different parts of speech, while PropBank focuses on verbs and (as of recently) evactive noun and adjective predicates. An example with PB annotations is shown in figure 6.2.

6.2 Model

We use the model from SEMAFOR [Das et al., 2014], detailed in §6.2, as a starting point. We experiment with techniques that augment the model’s training data (§6.2) and feature set (§6.2–§6.2).

Baseline

In SEMAFOR, the argument identification task is treated as a structured prediction problem. Let the classification input be a dependency-parsed sentence $x$, the token(s) $p$ constituting the predicate in question, and the frame $f$ evoked by $p$ (as determined by frame identification). We use the heuristic procedure described by [Das et al., 2014] for extracting candidate argument spans for the predicate; call this $\text{spans}(x, p, f)$. $\text{spans}$ always includes a special span denoting an empty or non-overt role, denoted $\emptyset$.

For each candidate argument $a \in \text{spans}(x, p, f)$ and each role $r$, a binary feature vector $\phi(a, x, p, f, r)$ is extracted. We use the feature extractors from [Das et al., 2014] as a baseline, adding additional ones in our experiments (§6.2–§6.2). Each $a$ is given a real-valued score by a linear model:

$$\text{score}_w(a | x, p, f, r) = w^\top \phi(a, x, p, f, r)$$

(6.1)

The model parameters $w$ are learned from data (§6.3).

Prediction requires choosing a joint assignment of all arguments of a frame, respecting the constraints that a role may be assigned to at most one span, and spans of overt arguments must not overlap. Beam search, with a beam size of 100, is used to find this $\text{argmax}$.

Hierarchy Features

We experiment with features shared between related roles of related frames in order to capture statistical generalizations about the kinds of arguments seen in those roles. Our hypothesis is that this will be beneficial given the small number of training examples for individual roles.

All roles that have a common parent based on the Inheritance and Subframe relations will share a set of features in common. Specifically, for each base feature $\phi$ disparate work has improved upon global decoding techniques [Das et al., 2012, Täckström et al., 2015]. We expect such improvements to be complementary to the gains due to the added features and data reported here.
which is conjoined with the role $r$ in the baseline model ($\phi \land \text{"role} = r\text{"}$), and for each parent $r'$ of $r$, we add a new copy of the feature that is the base feature conjoined with the parent role, ($\phi \land \text{"parent_role} = r'\text{"}$). We experimented with using more than one level of the hierarchy (e.g., grandparents), but the additional levels did not improve performance.

### Domain Adaptation and Exemplars

Daumé [2007] proposed a feature augmentation approach that is now widely used in supervised domain adaptation scenarios. We use a variant of this approach. Let $D_{\text{ex}}$ denote the exemplars training data, and $D_{\text{ft}}$ denote the full text training data. For every feature $\phi(a, x, p, f, r)$ in the base model, we add a new feature $\phi_{\text{ft}}(\cdot)$ that fires only if $\phi(\cdot)$ fires and $x \in D_{\text{ft}}$. The intuition is that each base feature contributes both a "general" weight and a "domain-specific" weight to the model; thus, it can exhibit a general preference for specific roles, but this general preference can be fine-tuned for the domain. Regularization encourages the model to use the general version over the domain-specific, if possible.

### Guide Features

Another approach to domain adaptation is to train a supervised model on a source domain, make predictions using that model on the target domain, then use those predictions as additional features while training a new model on the target domain. The source domain model is effectively a form of preprocessing, and the features from its output are known as guide features [Johansson, 2013, Kong et al., 2014].

In our case, the full text data is our target domain, and PropBank and the exemplars data are our source domains, respectively. For PropBank, we run the SRL system of Illinois Curator 1.1.4 [Punyakanok et al., 2008] on verbs in the full-text data. For the exemplars, we train baseline SEMAFOR on the exemplars and run it on the full-text data.

We use two types of guide features: one encodes the role label predicted by the source model, and the other indicates that a span $a$ was assigned some role. For the exemplars, we use an additional feature to indicate that the predicted role matches the role being filled.

### 6.3 Learning

Following SEMAFOR, we train using a local objective, treating each role and span pair as an independent training instance. We have made two modifications to training which had negligible impact on full-text accuracy, but decreased training time significantly:

6. This is related to the technique of model stacking, where successively richer models are trained by cross-validation on the same dataset [e.g., Cohen and Carvalho, 2005, Nivre and McDonald, 2008, Martins et al., 2008].


8. With SEMAFOR's original features and training data, the result of the above changes is that full-text $F_1$ decreases from 59.3% to 59.1%, while training time (running optimization to convergence) decreases from 729 minutes to 82 minutes.
We use the online optimization method AdaDelta [Zeiler, 2012] with minibatches, instead of the batch method L-BFGS [Liu and Nocedal, 1989]. We use minibatches of size 4,000 on the full text data, and 40,000 on the exemplar data.

- We minimize squared structured hinge loss instead of a log-linear loss.

Let \((x, p, f, r, a)\) be the \(i\)th training example. Then the squared hinge loss is given by:

\[
L_w(i) = \left( \max_{a'} \left\{ w^\top \phi(a', x, p, f, r) + 1 \{a' \neq a\} \right\} - w^\top \phi(a, x, p, f, r) \right)^2
\]

We learn \(w\) by minimizing the \(\ell_2\)-regularized average loss on the dataset:

\[
w^* = \arg\min_w \frac{1}{N} \sum_{i=1}^{N} L_w(i) + \frac{1}{2} \lambda \|w\|_2^2
\]  

### 6.4 Experimental Setup

We use the same FrameNet 1.5 data and train/test splits as Das et al. [2014]. Automatic syntactic dependency parses from MSTParserStacked [Martins et al., 2008] are used, as in [Das et al., 2014].

**Preprocessing.** Out of 145,838 exemplar sentences, we removed 4,191 sentences which had no role annotations (under the assumption that these are likely to be incomplete annotations). We removed sentences that appeared in the full-text data. We also merged spans which were adjacent and had the same role label.

**Hyperparameter tuning.** We determined the stopping criterion and the \(\ell_2\) regularization parameter \(\lambda\) by tuning on the FT development set, searching over the following values for \(\lambda\): \(10^{-5}\), \(10^{-7}\), \(10^{-9}\), \(10^{-12}\).

**Evaluation.** A complete frame-semantic parsing system involves frame identification and argument identification. We perform two evaluations: one assuming gold-standard frames are given, to evaluate argument identification alone; and one using the output of the system described by Hermann et al. [2014], the current state-of-the-art in frame identification, to demonstrate that our improvements are retained when incorporated into a full system.

### 6.5 Results

**Argument Identification.** We present precision, recall, and \(F_1\)-measure microaveraged across the test instances in table 6.2 for all approaches. The evaluation used in [Das et al., 2014] assesses both frames and arguments; since our focus is on SRL, we only report performance for arguments, rendering our scores more interpretable. Under our argument-only evaluation, the system of [Das et al., 2014] gets 59.3% \(F_1\).

The first block shows baseline performance. The next block shows the benefit of FrameNet hierarchy features (+1.2% \(F_1\)). The third block shows that using exemplars
Table 6.2: Argument identification results on the full-text test set. Model size is in millions of features.

<table>
<thead>
<tr>
<th>Training Configuration (Features)</th>
<th>Model Size</th>
<th>P (%)</th>
<th>R (%)</th>
<th>F₁ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>FT (Baseline)</td>
<td>1.1</td>
<td>65.6</td>
<td>53.8</td>
<td>59.1</td>
</tr>
<tr>
<td>FT (Hierarchy)</td>
<td>1.9</td>
<td>67.2</td>
<td>54.8</td>
<td>60.4</td>
</tr>
<tr>
<td>Exemplars guide – FT</td>
<td>1.2</td>
<td>65.2</td>
<td>55.9</td>
<td>60.2</td>
</tr>
<tr>
<td>FT+Exemplars (Basic)</td>
<td>5.0</td>
<td>66.0</td>
<td>58.2</td>
<td>61.9</td>
</tr>
<tr>
<td>FT+Exemplars (DA)</td>
<td>5.8</td>
<td>65.7</td>
<td>59.0</td>
<td>62.2</td>
</tr>
<tr>
<td>PB-SRL guide – FT</td>
<td>1.2</td>
<td>65.0</td>
<td>54.8</td>
<td>59.5</td>
</tr>
</tbody>
</table>

Combining the best methods

| PB-SRL guide – FT+Exemplars      | 5.5        | 67.4  | 58.8  | 62.8   |
| FT+Exemplars (Hierarchy)        | 9.3        | 66.0  | 60.4  | 63.1   |

as training data, especially with domain adaptation, is preferable to using them as guide features (2.8% F₁ vs. 0.9% F₁). PropBank SRL as guide features offers a small (0.4% F₁) gain.

Figure 6.3: Frequency of each role appearing in the test set.

The last two rows of table 6.2 show the performance upon combining the best approaches. Both use full-text and exemplars for training; the first uses PropBank SRL as guide features, and the second adds hierarchy features. The best result is the latter, gaining 3.95% F₁ over the baseline.

Role-level evaluation. Figure 6.4 shows F₁ per frame element, for the baseline and the three best models. Each x-axis value is one role, sorted by decreasing frequency.
Figure 6.4: $F_1$ for each role appearing in the test set, ranked by frequency. $F_1$ values have been smoothed with loess, with a smoothing parameter of 0.2. “Siblings” refers to hierarchy features.

(the distribution of role frequencies is shown in figure 6.3). For frequent roles, performance is similar; our models achieve gains on rarer roles.

**Full system.** When using the frame output of [Hermann et al. 2014], $F_1$ improves by 1.1%, from 66.8% for the baseline, to 67.9% for our combined model (from the last row in table 6.2).

### 6.6 Conclusion

We have empirically shown that auxiliary semantic resources can benefit the challenging task of frame-semantic role labeling. The significant gains come from the FrameNet exemplars and the FrameNet hierarchy, with some signs that the PropBank scheme can be leveraged as well.

We are optimistic that future improvements to lexical semantic resources, such as crowdsourced lexical expansion of FrameNet [Pavlick et al. 2015], as well as ongoing/planned changes for PropBank [Bonial et al. 2014] and SemLink [Bonial et al. 2013], will lead to further gains in this task. Moreover, the techniques discussed here could be further explored using semi-automatic mappings between lexical resources [such as UBY; Gurevych et al. 2012], and correspondingly, this task could be used to extrinsically validate those mappings.

Ours is not the only study to show benefit from heterogeneous annotations for semantic analysis tasks. [Feizabadi and Padó 2015], for example, successfully applied
similar techniques for SRL of implicit arguments. Ultimately, given the diversity of semantic resources, we expect that learning from heterogeneous annotations in different corpora will be necessary to build automatic semantic analyzers that are both accurate and robust.

*They applied frustratingly easy domain adaptation to learn from FrameNet along with a PropBank-like dataset of nominal frames.
Chapter 7

Conclusion

In this chapter we will review and summarize the developments of the previous sections, reiterating the main themes and contributions of this thesis. We will also outline some of the immediate and not so immediate directions for future work, that are borne out of this thesis. We start with a recap of the previous sections, before presenting a rough roadmap for future.

7.1 Summary and key contributions

With all the techniques and results in place now, we can step back and ask how they help address the key questions raised in the beginning of this thesis. We begin with the various techniques developed to address the host-pathogen PPI prediction problem. Prior to this thesis, bulk of the work in area had focused on picking one specific host-pathogen pair of interest, host being typically human, and either applying existing machine learning techniques to the problem, or developing better techniques tailored to the problem. Since the labeled examples for such a development are typically drawn from previous lab studies recorded in databases, this naturally restricted the development of computational models to pathogens that are already relatively well-studied. This thesis takes important steps in eliminating this crucial bottleneck in designing computational models for host-pathogen PPI prediction through the development of a series of multitask learning models.

In Chapter §3, we presented a novel multitask learning method that encodes a specific biologically motivated hypothesis—namely similar pathogens target similar processes in a host. A key challenge in this work was to take this high-level intuition, and encode it into a mathematical formulation that is also computationally tractable. We design the MTPL-regularization framework which is able to achieve this goal. The regularizer lends itself to fairly efficient optimization using the Convex-Concave Procedure algorithm. This enables us to develop predictive models not only for well-studied pathogens such as Y. Pestis and B. Anthracis, but also S. Typhimurium and E. Coli for which the labeled data is extremely scarce. By leveraging the MTPL hypothesis, our models nevertheless perform quite well on these tasks with scarce data, significantly improving upon several strong baselines which either ignore the task-relatedness or use generic machine learning methods not necessarily motivated by any biological insights. With our collaborators, we further validated the accuracy of our predictions via laboratory based experiments.
In Chapter §4, we take an alternative viewpoint towards the same problem, instead viewing it as a multitask link prediction problem across several related networks. We build on the recent successes of matrix completion approaches based on low-rank matrix factorization for this setup. We propose a bilinear predictive model that encodes task-relatedness through a shared low-rank weight matrix. To allow for deviations from this shared model, we also provide each task with an additional sparse weight matrix. Once again, we test the model across a set of tasks where each task is individually extremely data-poor. Despite this, our method substantially outperforms a number of baselines, including our MTPL technique. While being predictively strong, the model also has some appealing properties that can be used to develop hypotheses regarding how various biological aspects influence the interactions. Specifically, the shared low-rank component can be seen as discovering a latent feature space, where similar host and pathogen proteins tend to interact. It is then intuitive to try and understand the properties of two proteins that result in proximity in this latent feature space. Further, the sparse component leads us to sequence level properties that are specific to each pathogen. A detailed analysis of these has the potential to reveal new pathogen specific mechanisms.

While the previous chapters focus on human-pathogen interactions, a problem of natural interest, Chapter §5 aims to discover host-pathogen interactions where the host is the plant *Arabidopsis thaliana* and the pathogen of interest is *S. Typhimurium*. Since we have no previous known PPI predictions for *A. thaliana*, this rules out most existing supervised machine learning techniques. Nevertheless, we have labeled examples when the host is human, which naturally motivates a transfer learning approach. We apply the technique of Kernel Mean Matching, which intuitively finds human proteins most similar to those of *A. thaliana*, and then learns a predictive model based on the PPI interactions involving these human proteins. In our quantitative evaluation, we find that this approach works extremely well relative to several baselines.

In the last chapter (Chapter §6), we present a transfer learning setting from a different application area: natural language processing. In the semantic parsing problem that we consider, the tasks arise as a result of a variation in representations, a difference in distribution of labels and features. To leverage information from these disparate resources, we use known feature augmentation based approaches. These work by incorporating data from other resources in the form of additional features. Our results show that combining information improves the coverage of our semantic-role-labeling model, resulting in state-of-the-art performance on this task.

### 7.2 Future research directions

Many of the applications considered in this thesis were in the context of host-pathogen PPI prediction, however the built models and the lessons learned can be applied in other applications. In particular, the multitask matrix completion model that we develop in Chapter §4 can be applied to the semantic parsing problem presented in Chapter §6. The semantic role labeling problem can be cast as a link prediction problem, where we wish to predict links between arguments and their semantic roles. Given the span of an argument (where rows of the matrix represent spans) the entries of the matrix indicate which semantic role/roles (the columns represent the various roles), it is most likely to belong to. The features for the rows (i.e. spans) would be
the part-of-speech tags, the dependency parse information, context information. For the columns (i.e the roles) an indicator feature vector can encode the specific role. We can further incorporate the role’s relationship to other closely related roles. The main challenges in adapting our method to this problem are: the number of rows will be very large. This is because the possible contexts in which all the roles appear are potentially unlimited. Besides scaling the algorithms to work in this setting we also need to develop approaches to reduce the number of rows. One possibility is to use templates for the spans, with one template representing a set of very similar spans. This will collapse multiple spans into a single row, but it brings up another challenge: generating features at a template-level that are yet specific to the span seen.

Some other examples of applications arising in biological data that can benefit from some of the methods that we develop in this thesis are:

- **Biomarkers for disease prediction**: Bio-fluids such as urine which can be collected non-invasively have become attractive biomarkers for early diagnosis of diseases. Capillary-electrophoresis coupled to mass spectrometry (CE-MS) has been used to identify the proteins and peptides present in urine - this data has been used in supervised machine learning models [Kuznetsova et al., 2012] to find patterns which correlate with disease conditions. Each of these studies required the collection of many samples over an extended period of time. By combining information across similar disease conditions (for example: coronary artery disease, hypertensivity etc), it will be possible to obtain good models with few samples and for several diseases.

- Cancer is considered a heterogeneous disease specific to cell type and tissue origin. However, most cancers share a common pathogenesis and may share common mechanisms [Stratton et al., 2009]. Multi-tasking learning methods can thus be used to predict core cancer genes important for many cancers, cancer type and stage classification using tissue sample data.

In the general multitask learning direction, the following directions seem promising.

- **Multi-source, multitask learning**: Often the data in every task can come from a variety of sources each of which has its own characteristics such as distributional skew, noise etc. For instance, protein interactions broadly come from small-scale experiments (more reliable) or high-throughput studies (more noisy). The current models do not account for this explicitly. This is true of crowd-sourcing datasets as well. Information can be shared more easily across similar sources from different tasks.

- **Task clustering using natural language text**: Currently, the design of multitask learning models is limited to experts who have a good knowledge of the learning algorithms, the data distributions. The approaches towards learning models on new tasks (with little or no labeled data available), use feature distributions, problem structure or unlabeled data to cluster the new task with existing tasks. It will be interesting if a non-expert is able to achieve this clustering without having to generate features and structural information by merely specifying a natural language description of the new task.
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