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Abstract

Latent variable mixture models provide an important tool for the analysis of text and relational data. They encompass techniques like topic models for language modeling, and mixed-membership block models, which model relational data that are represented as graphs. A central characteristic of mixed-membership models, is their ability to uncover latent structure from large data in a fully unsupervised manner. Current approaches, however, require us to use these models as black boxes with few avenues to specify the characteristics of the latent structure being uncovered.

In this thesis, we present methods to enable finer control on the characteristics of the inferred latent structure. First, we propose a regularization approach, which is also later placed in a Bayesian framework, that permits the modeler to place preferences on values of aggregate functions over latent variable assignments. This approach is used for instance, to design slightly mixed membership models in which entities have only limited freedom to participate in multiple latent roles. Second, we propose methods to introduce limited supervision into the models in form of labeled documents and labeled features. We also introduce a model that performs data fusion between textual and network data to obtain a more robust picture of the underlying latent structure. The advantages of the finer control is demonstrated using an array of text mining tasks such as modeling product reviews, entity clustering and analyses of protein literature and interactions.
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Chapter 1

Introduction

1.1 Background

Latent variable models have emerged to be a successful and widely used tool to uncover hidden structure in textual corpora. Models like Latent Dirichlet Allocation (LDA) [Blei et al., 2003] treat text documents in a corpus as arising from mixtures of latent topics. In such models, words in a document are potentially generated from different topics using topic specific word distributions. Enabled by the extensible nature of the generative process underlying LDA, many extensions to LDA have been proposed [Erosheva et al., 2004, Griffiths and Steyvers, 2004] which additionally model other metadata, such as authors and tagged entities. Topic models are used for a variety of reasons — as a data exploration tool, for visualization and as a dimensionality reduction technique for a variety of tasks [Andrzejewski and Buttler, 2011, Arora and Ravindran, 2008, Griffiths et al., 2005]. In all these situations, the ability of mixed-membership models to uncover latent structure in data is useful.

Graph analysis has traditionally been dominated by methods based on matrix decompositions. For instance, node clustering, one of the most important applications of graph analysis, is most commonly performed using spectral methods [Luxburg, 2007, Shi and Malik, 2000] which are relaxations of graph cutting methods. More recently, the latent variable mixture model approach that has been widely used for textual corpora has been applied to relational data, i.e., networks. This trend towards stochastic models is similar to the evolution in text models from matrix analysis
methods such as Latent Semantic Indexing to topic models. While empirical studies [Balasubramanyan et al., 2010, Leskovec et al., 2010b] show that flow and graph analysis methods often have computational advantages over latent variable methods, the latter have significant advantages in terms of modeling flexibility. Latent variable models permit modeling of additional metadata in a more simpler and straightforward manner and provide a greater degree of freedom in modifying models. Stochastic block models [Holland et al., 1983, Snijders and Nowicki, 1997], which were the precursor to mixed-membership block models, aimed to uncover hidden structure in the network by decomposing adjacency matrices of the underlying graph representation of networks into blocks. They posit that nodes in a graph play a single latent role and the probability of an edge depends only on the latent roles of the nodes. While this approach is simple and elegant, nodes in complex graphs often exhibit multiple latent roles. For instance, in a social network, a person might assume a personal role while creating a link with a relative or a family member and don a more professional role while doing the same with a colleague. Airoldi et al. [2008] introduced the mixed membership stochastic block model (MMSB) that models this phenomenon. Parkkinen et al. [2009] later proposed another model which models sparse graphs more efficiently.

Topic models and stochastic block models, while aimed at modeling very different kinds of data, i.e., text corpora and networks, share many attributes. Both classes of models use the idea of mixed-membership where entities — words or documents in the case of text models and nodes in network models, can take on different latent roles everytime they are observed. They also have a notion of topics or clusters which are typically represented as multinomial distributions over nodes or words, thus enabling soft clustering of words.

1.2 Thesis Goal

In this thesis, we focus on the use of mixed-membership models to uncover latent structure in data and address certain shortcomings in this family of models. Current methods in topic modeling and stochastic blockmodeling, for the most part, require that we use them as a “black box” in terms of the latent structure that is uncovered. In general, they lack the facility to enable the modeler to specify the nature of the latent structure that one wishes to extract. While an appealing aspect
of latent variable models is their unsupervised nature, it is often the case that we have a small amount labeled data, which could be advantageous if integrated in the latent structure development. Furthermore, in an era when we are faced with voluminous data from disparate sources, data fusion is critical to ensure that we utilize all the information about the data we are extracting structure from.

The goal of this thesis is to develop modeling techniques that allow modelers to have greater control over the characteristics of the latent structure that is uncovered from data. We present a regularization framework for latent variable models that places preferences on the values of functions over aggregate latent variable assignments. The framework provides considerable flexibility in specifying the characteristics of the latent structure that is inferred, with only limited computational costs. Specifically, we use it to obtain slightly mixed membership mixture models where entities are permitted only limited freedom in spanning latent roles. We also present a method to modify the Gibbs sampling approximate inference procedure to incorporated labeled data. These techniques are applied to network models in addition to topic models usually used for text modeling. Finally, we present and evaluate a joint model over networks and text to mine text and related networks.

The rest of the thesis is organized as follows. In chapter 3, we present the regularization framework and demonstrate its advantages in modeling star-annotated product and movie reviews. Using regularized models consistently improve error rates in the task of predicting the star ratings based on the text in reviews. Chapter 4 presents a Bayesian alternate to using the regularizer by introducing a newly proposed prior distribution. We also show empirically that the collapsed Gibbs sampler based inference procedure introduced for the regularized models, also serve as an approximate way to perform inference in a model using the newly proposed prior. In chapter 5, we introduce a method to introduce labels for documents and features into mixed-membership models. Our experiments on clustering entities extracted from web tables show that adding even small amounts of labeled data provide a noticeable improvement in clustering performance. Next, we apply the regularization framework proposed in chapter 3 to network block models in chapter 6. We use the regularized network models to perform node clustering in graphs and show that regularization provides improvements in node cluster recovery. Finally, we present a model to perform data fusion by jointly modeling networks and documents in chapter 7. Our final conclusions
are presented in chapter 8.
Chapter 2

Background

In this chapter, we present background information on the mixed-membership latent variable models that are used as the foundation for the rest of the thesis. We specifically describe the Link-LDA [Erosheva et al., 2004, Nallapati et al., 2008] and supervised LDA [Blei and McAuliffe, 2008] models. These models are based on Latent Dirichlet Allocation (LDA) [Blei et al., 2003] which relaxes the more typical clustering assumption that every document is generated from a single underlying topic in what we refer to as the Mixture of Multinomials (MoM) model. Instead, in LDA-based models, each document has an unique distribution of underlying topics and is typically drawn from a Dirichlet prior.

2.1 Link-LDA

The Link-LDA model (Figure 2.1) [Erosheva et al., 2004, Nallapati et al., 2008] is an extension of Latent Dirichlet Allocation [Blei et al., 2003] where documents are augmented with a bag of references in addition to a bag of words. The bag of words [Salton and McGill, 1986] representation is a widely used model for documents in text modeling. In this representation, every word in a document is considered to be exchangeable with other words in the document, therefore causing word order to be ignored. In the Link-LDA model, the notion of bag of words is extended and documents are treated as a set of bag of words. Documents are represented as containing $T$ types of entities, i.e. they are represented as $T$ “bags-of-words”. When $T = 1$, the model reduces to
γ_t - Symmetric Dirichlet prior hyperparameter for topic multinomials of type t
β_{t,k} - multinomial over entities of of type t in the vocabulary V_t for topic k
α - Symmetric Dirichlet prior hyperparameter for document specific topic distributions
θ_d - multinomial distribution over K topics for document d
z_{t,i} - topic chosen for the i-th entity of type t in a document, z_{t,i} ∈ 1, ..., K
w_{t,i} - the i-th entity of type t occurring in a document, w_{t,i} ∈ 1, ..., V_t

Table 2.1: Parameters in LDA-like models

In Link-LDA, a corpus of documents D is modeled using parameters listed in Table 2.1. Each entity type has a topic wise multinomial distribution over the set of entities that can occur as an instance of the entity type. For instance while modeling scientific literature in machine learning, the types of entities could be words, metadata that the papers have been tagged with like authors, algorithms, datasets, and metrics. This extended topic model can therefore effectively model documents containing different sets of entities. It is important to note that words in a document are treated in the same manner as other kinds of entities, i.e. they are simply a particular entity type. The generative process underlying the model is as follows:

1. Generate topics: sample β_{t,k} ∼ Dir(γ_t) for \( t \in 1, \ldots, T \), \( k \in 1, \ldots, K \)
2. Generate documents: For each document \( d \in D \)
   (a) Sample \( θ_d ∼ Dir(α) \)
   (b) For each type of entity \( t \in \{1, \ldots, T\} \)
      i. For each instance of an entity \( w_{t,i}, i \in \{1, \ldots, N_{d,t}\} \)
         A. Sample a topic \( z_{t,i} ∼ \text{Multinomial}(θ_d) \)
         B. Sample \( w_{t,i} \) from \( β_{t,z_{t,i}} \)

The model is parameterized by \( β_{1\ldots T,1\ldots K} \), i.e., a multinomial for every entity type and every topic.

To represent documents in the latent topic space, we need to run inference and compute the posterior distributions over topics for each document. Exact inference on the LDA and Link-LDA
models is however not tractable. Approximate inference techniques, of which there are many in the literature, are therefore used. Variational inference techniques [Blei et al., 2003, Ghahramani and Beal, 2000] are one popular family of algorithms used for this purpose. In this approach, the likelihood function is bounded by a simpler likelihood function that eliminates dependencies that make inference intractable. The inference procedure proceeds by fitting values to the simplified model whilst ensuring that the KL divergence to the original model is kept low. A second popular family of methods that is frequently used, is based on Markov Chain Monte Carlo (MCMC) methods. When conditional probabilities of the variables for which samples are needed can be expressed easily, Gibbs sampling, which is a specific type of MCMC method, can be used. For more complex models, more computationally expensive forms of MCMC methods such as Metropolis Hastings are
also used. In this thesis, we primarily use collapsed Gibbs sampling [Griffiths and Steyvers, 2004, Porteous et al., 2008] for approximate inference. Asuncion et al. [2009] provides an overview of different inference techniques and shows that the commonly used methods are ultimately similar when the update equations used for the techniques are considered.

2.1.1 Collapsed Gibbs Sampling for Approximate Inference

MCMC methods can emulate high-dimensional probability distributions by the stationary behaviour of a Markov chain. This means that one sample is generated for each transition in the chain after a stationary state of the chain has been reached, which happens after a so-called “burn-in period” that eliminates the influence of initialisation parameters. Gibbs sampling is a special case of MCMC where the random variables of the distribution are sampled alternately one at a time, conditioned on the values of all other variables. The algorithm proceeds by choosing a random variable \( i \) and sampling \( x_i \) conditioned on all other variable.

Here, we discuss the collapsed Gibbs sampling expression for the Link-LDA model [Griffiths and Steyvers, 2004]. The joint distribution of the Link-LDA model is defined as:

\[
L(\beta, \theta, z,w|\alpha, \gamma) = \prod_{k=1}^{K} \prod_{t} \text{Dir}(\beta_{t,k}|\gamma_t) \left( \prod_{d=1}^{D} \text{Dir}(\theta_d|\alpha) \left( \prod_{t} \left( \frac{N_{d,t}}{\prod_{i=1}^{V_t} \theta_d(z_{t,i})} \beta_{t, z_{t,i}}^{(w_{t,i})} \right) \right) \right)
\]

Following the derivation in Heinrich [2009], the sampling equation i.e., the conditional probability of sampling a value for \( z_{t,i} \) conditioned on assignments to all other \( z \) indicators, after collapsing \( \theta \) and \( \beta \), is given by:

\[
p(z_{t,i} = k | w_{t,i} = w, z^{-i}, w^{-i}, \alpha, \gamma) \propto \frac{\sum_{t'} \sum_{k'} n_{dkt'}^{-i} + \alpha}{\sum_{t'} \sum_{k'} n_{dkt'}^{-i} + K\alpha} \sum_{w'} n_{kw't'}^{-i} + |V_t|\gamma_t
\]

The \( n \)'s refer to number of topic assignments in the data.

- \( n_{kwt} \) - the number of times an entity \( w \) of type \( t \) is observed under topic \( k \)
- \( n_{dkt} \) - the number of entities of type \( t \) with topic \( k \) in document \( d \)
The superscript \(-i\) for the counts indicates that the current word for which the topic indicator is being sampled is excluded from the counts. Similarly \(z^{-i}\) in Equation 2.2 indicates all the \(z\) variables in the document except the one for the word currently under consideration.

The inference procedure proceeds by cyclically sampling values for each \(z_{t,i}\) variable using the distribution defined in equation 2.2. The procedure is repeated for several iterations where an iteration is defined as the process of obtaining samples for each \(z\) variable. The number of iterations used is either manually set to a sufficiently high number or is determined to be the number of iterations required for the perplexity of the dataset to be relatively stable.

Further details about collapsed Gibbs sampling in LDA-like models can be found in Newman et al. [2006a].

2.2 Supervised LDA

Supervised LDA (SLDA) introduced in Blei and McAuliffe [2008] extends LDA to model documents with response variables. The model is designed to uncover topics that serve a dual purpose — to explain the contents of documents and to predict the response variables. In SLDA, the response variables are generated using a generalized linear model. For the rest of the thesis, we use a normal linear model to produce responses using the topic proportions for the document as the covariates. The plate diagram for the model is given in Figure 2.2.

The generative process of the model is as follows:

1. Sample \(\beta_k \sim \text{Dir}(\gamma)\) for \(k \in 1, \ldots, K\)

2. For each document \(d\)
   (a) Sample \(\theta_d \sim \text{Dir}(\alpha)\)
   (b) For each instance of a word \(w_i, i \in \{1, \ldots, N_d\}\)
      i. Sample a topic \(z_i \sim \text{Multinomial}(\theta_d)\)
      ii. Sample \(w_i\) from \(\beta_{z_i}\)
   (c) Draw response variable \(y_d\) from \(\mathcal{N}(\mu_d, \sigma^2)\)

Note that \(\overline{z}_d\) represents the smoothed topic proportion distribution of the document and is
given by \( z_d^{(k)} = \frac{\sum_{i=1}^{N_d} I(z_i = k) + \alpha}{N_d + K\alpha} \).

As described above, the SLDA model includes a regression model and its associated parameters i.e., \( \eta \) and \( \sigma^2 \), that need to be fit in addition to the usual LDA parameters. Therefore the collapsed Gibbs sampling procedure is extended to alternate between sampling values for the \( z \), the topic indicators and training the regression model. After every iteration of the collapsed Gibbs sampler, the sampled values for \( z \) are used to provide training data to fit the regression model and obtain estimates for \( \eta \) and \( \sigma^2 \).

The sampling equation for sampling topics, after collapsing \( \theta \) and \( \beta \) is based on the collapsed Gibbs sampler for Link-LDA and is given by:

\[
p(z_i = k | w_i = w, z^{-i}, w^{-i}, \alpha, \gamma) \propto \frac{n^{-i}_{k|w} + \alpha}{\sum_k n^{-i}_{k|w} + K\alpha} \frac{n^{-i}_{kw} + \gamma}{\sum_{w'} n^{-i}_{kw'} + |V|\gamma} \mathcal{N}(\eta z_d, \sigma^2)
\]

(2.3)

Similar to the counts defined for Link-LDA previously, the \( n \)'s refer to number of topic assignments in the data.

- \( n_{kw} \) - the number of times a word \( w \) is observed under topic \( k \)
- \( n_{dk} \) - the number of words with topic assignment \( k \) in document \( d \)

Details on the derivation of the sampling equation can be found in Chang [2011].
Chapter 3

Entropic Regularization in Topic Models

3.1 Motivation

In topic models based on LDA [Blei et al., 2003], when a word is observed multiple times in a corpus, the latent topics that generate the different word instances are not constrained to be the same for every instance. This useful property of LDA is instrumental in modeling natural language phenomena like *polysemy* and *homonymy*, i.e., the capacity of a word to have several different senses. For instance, we typically expect the model to assign different latent roles to occurrences of a polysemous word like *bank*, allowing it to take part in different topics (e.g., *finance* and *fishing*). The freedom of a word to participate in multiple topics can be contrasted with hard clustering based approaches like Brown clustering [Momtazi and Klakow, 2009]. While the freedom granted by LDA to permit a word to take on multiple latent roles is useful, this flexibility can be overly permissive. For instance, topic models often contain hundreds of topics, whereas the average number of senses for a word on average is far lower. Marquez et al. [2006] report that the range of the number of word senses for an ambiguous set of words in the DSO [Ng and Lee, 1997] corpus was 3 to 25 with a mean of 10.1. In general we anticipate that most words will have few meanings, and hence the set of latent topics associated with most words will be small. While it is often empirically observed that the posterior latent role distributions of words are sparse, especially when a sparse prior is employed, our experiments in Section 3.5 show that the inference procedure still returns posteriors that span a wider range of topics than is optimal.
The description above regarding the overly permissive nature of topic models therefore necessitates a method to model slightly mixed-membership in words. This requirement is often made more apparent when LDA is used to model non-textual data. When one is modeling such data, the common approach is to define analogues between words and images in LDA with their counterparts in the domain from which the data is drawn. For instance, in the modeling of image data [Cai et al., 2008], images are treated analogously to documents and are represented as a bag of “visual words”. “Words” in such situations could potentially exhibit multiple senses to a lesser degree than words in natural language, making the need to model slightly mixed-membership more acute.

Rubin et al. [2012] also show that the number of labels that are assigned to documents in a multi-label framework is much lower than the number of topics typically used in topic modeling. It can therefore be advantageous to build models that are coaxed to activate fewer topics to model a document.

Here, we present a regularization framework that is designed to control the freedom that LDA-like models accord to words. The primary requirement of such a framework is to introduce correlations between words’ probabilities in different topics that are iid in an unregularized model. Generally, when designing probabilistic models, a modeler has two options to ensure correlations between latent variables: including a common latent ancestor of the latent nodes, or including a common observed descendant. Figure 3.1 shows a very simple example of this modeling choice, in the case of a Bayes network with four binary variables: for the sake of concreteness, suppose that $Z_1$ and $Z_2$ represent some genetic property, and $X_1$ and $X_2$ encode an observable phenotype (say baldness). In part (a) of the figure the latent variables $Z_1$ and $Z_2$ are independent. In part (b) the variables are dependent, by virtue of the new node $\theta$. 

Figure 3.1: Different ways to impose a correlation between latent variables.
The model of (b) is quite useful if $\theta$ has a plausible causal interpretation—here, e.g., $X_1$ and $X_2$ might be observations of two brothers, $\theta$ genetic properties of their father, and $P(Z_i|\theta)$ a model of inheritance. In some settings, however, the causal interpretation is either poorly understood or difficult to model, but information is available about correlation. For instance, we may know that one in four men is bald, but that one pair of brothers in eight is also bald (rather than the expected one in 16). We can model this information conveniently by explicitly introducing variables that measure such correlations, and then using priors to express our preferences over them. As shown in Figure 3.1 part (c), we can specify $D$ to be true iff both $X_1$ and $X_2$ are true and let $C$ be a noisy copy of $D$ whose expectation is encoded by the known variable $P$ (which acts as a prior) and $P(C|P)$. (In this case, $D$ is a deterministic function of its parents, so it is conceptually awkward to introduce a prior directly on $D$). Approach (c) also makes $Z_1$ and $Z_2$ dependent, and in this simple case, it is easy to show that the same set of probability distributions can be modeled by the networks in (b) and (c); however, the approach has different implications computationally.

Modeling choice (c) can be generalized as follows: given an existing generative model, we can bias it by introducing new variables that, like $D$, measure some aggregate property of the latent variables, and then imposing a prior preference over this aggregate value. One computationally convenient way to introduce such a prior is to allow the aggregate node $D$ to be latent, but introduce a new node $C$ that is a “noisy copy” of $C$, with a specified noise model.

We show that we can use this technique to encourage lower entropy in the latent topic assignments to a particular word. Perhaps surprisingly, these bias variables can be introduced with minimal computational change: for instance, they can be added to topic models without impacting conjugacy. Importantly, they can be conveniently added to modify aggregates that are never explicitly sampled, and hence are difficult to predictably modify by simply changing the priors of a model. In the proposed framework, the model is extended to include a noisy copy of an aggregate function over latent variables, such as the entropy of the topic distributions. By pretending to see (pseudo-observing) a desired value for the copy the model is coaxed to push the variables that participate in the aggregate functions to values that make the pseudo-observed values likely. The aggregate values depend on latent variable values and pseudo-observed variables in ways that are not possible otherwise. For instance in topic models based on LDA, as described earlier, differ-
ent topics have the freedom to generate the same word. Since the topics are drawn iid from a (typically conjugate) prior, there is no direct way to create a dependency between the probability of generating a given word and the probability of another topic generating the same word. The regularization framework proposed here permits us to overcome this restriction by crafting suitable aggregate functions without requiring complicated priors that prevent us from collapsing $\theta$ and $\beta$. The approach also has the advantage of keeping posterior inference in the model simple; we need only extend the commonly used collapsed Gibbs sampler used for approximate inference in latent variable models, by adding a few additional terms. The addition of these terms can result in no increase in computational order of complexity of inference if functions are chosen such that their values can be cached and updated with $O(1)$ cost when latent roles assignments for a word changes.

It should be noted that the proposed regularization framework can be used to place preferences on any function that operates on the latent variable assignments of words. By designing suitable functions as described later in the chapter, preferences can also be placed on the properties of a documents’ topic distribution. Here, we focus on using it to control the entropy of the latent role distribution of words and documents and leave other uses of the framework for future work.

### 3.2 Regularizing the Latent Role Distribution of Words

As explained earlier (Section 3.1), it is often desirable to explicitly bias LDA-like models to prefer lower entropies in words' latent role distributions. Here, we describe how we use the modeling approach described above to incorporate such constraints into the SLDA model. The scheme is illustrated in Figure 3.2. As described in the Chapter 2.2, SLDA extends LDA by incorporating response variables in documents that are dependent on their topic proportions. The inference procedure for SLDA jointly learns parameters for the topic model and the regression model. The regularization framework can be added to any LDA-derived model; we use the document-level measurement modeling property of SLDA here to predict star ratings for movie reviews. We evaluate the method by computing the average squared error in predicting the rating scores. The entropy based regularization technique based on pseudo-observed variables directly controls the
freedom of words to take on different latent topics, by penalizing high entropies in their topic distributions.

First, we formally define the latent role distribution of a word, $\tau_w$. A point estimate for the topic distribution of a word $w \in V$ (i.e. the vocabulary) in SLDA can be defined as

$$\tau_w^{(k)} = \frac{n_{kw}}{\sum_{k'} n_{k'w}}, \quad k \in 1, \ldots, K$$

The $n$’s refer to number of topic assignments in the data, as follows:

$n_{kw}$ - the number of times a word $w$ is observed under topic $k$

$n_{dk}$ - the number of entities with topic $k$ in document $d$

Note that $K$ refers to the number of topics in the model. The Shannon entropy of this distribution can be computed using the expression $H(\tau_w) = -\sum_k \tau_w^{(k)} \log_2 \tau_w^{(k)}$.

In essence, $H(\tau_w)$ indicates how “diffuse” a word is across different topics. A high entropy value indicates that the word has nearly equal probability of being generated by different topics, whereas a low value indicates that the word has a high chance of being generated by a few topics and low probability of being generated by the rest of the topics.
As seen in the plate diagram, we now introduce word topic distribution entropy regularization by adding pseudo-observed variables, \( l_w \) (Figure 3.2), one for each word in \( V \), which can be interpreted as noisy copies of \( H(\tau_w) \). In the figure the \( H(\tau_w) \) nodes are shown in a dotted circle since these are variables deterministically determined from the latent role assignments.

To enforce the preference for entropy values as specified by \( l_w \), the generative story specifies that these copies are drawn from a truncated one-sided normal distribution parameterized by a mean of \( H(\tau_w) \) and a variance hyperparameter \( \sigma^2_{l_w} \). The probability of observing the noisy copy is therefore given by

\[
p(l_w|h = H(\tau_w), \sigma^2_{l_w}) = \frac{1}{C} \exp \left( -\frac{(l_w - h)^2}{2\sigma^2_{l_w}} \right), 0 \leq l_w \leq \log_2 K
\]

where \( C = \int_{h' = 0}^{\log_2 K} \exp \left( -\frac{(h' - l_w)^2}{2\sigma^2_{l_w}} \right) dh \).

The addition of the regularization terms with \( l_w \) set to 0 (or any other low value), penalizes large entropies in the topic distributions of words, with \( \sigma^2_{l_w} \) dictating the strictness of the penalty. The penalization of large entropies therefore drives the inference procedure to return models that exhibit lower entropies in their word distributions. In effect, the inference procedure balances the need for the topic distributions to fit the observed words and the need to restrict words’ latent role distribution entropies. As stated earlier, to generalize the framework, \( H(\tau_w) \) can be substituted with any arbitrary function that operates over the latent and observed variables and \( l_w \) can be correspondingly set to a preferred value for the function. The addition of these terms have an impact on computational efficiency during collapsed Gibbs sampling. By choosing functions that can be implemented efficiently, we can introduce the regularization with no difference in the computational order of complexity of Gibbs sampling.

The joint distribution of the SLDA model with regularization is defined as:

\[
\mathcal{L}(\beta, \theta, z, w, y, l_w | \alpha, \gamma, \eta, \sigma^2, \sigma^2_{l_w}) = \prod_{k=1}^{K} \text{Dir}(\beta_k | \gamma) \left( \prod_{d=1}^{D} \text{Dir}(\theta_d | \alpha) \left( \prod_{i=1}^{N_d} \theta_d^{(z_i)} \beta_d^{(w_i)} \right) \right) \prod_{w \in V} \exp \left( -\frac{(l_w - H(\tau_w))^2}{2\sigma^2_{l_w}} \right) \exp \left( -\frac{(y_d - \eta \cdot z_d)^2}{2\sigma^2} \right)
\]

Note that \( z_d \) represents the smoothed topic proportion distribution of the document and is given by \( z_d^{(k)} = \sum_{i}^{N_d} \mathbf{1}(z_i = k) + \alpha \).
Next, we derive the collapsed Gibbs sampling equation to sample a topic indicator for a word $w_i$ for the regularized model

$$p(z_i = k | z^{-i}, w, y_d, l_w, \alpha, \gamma, \eta, \sigma^2, \sigma_{l_w}^2) \propto p(z_i = k | z^{-i}, w, \alpha, \gamma) \cdot p(y_d | z_d, \eta, \sigma^2) \cdot p(l_w | \tau_{w_i}, \sigma_{l_w}^2)$$

(3.4)

Using $p(z_i = k | z^{-i}, w, \alpha, \gamma) \propto (n_{dk}^{-i} + \alpha) \frac{n_k^{-i} + \gamma}{\sum_{w'} n_{kw'}^{-i} + |V| \gamma}$ from Equation 2.3, we get

$$p(z_i = k | z^{-i}, w, y_d, l_w, \alpha, \gamma, \eta, \sigma^2, \sigma_{l_w}^2) \propto (n_{dk}^{-i} + \alpha) \frac{n_k^{-i} + \gamma}{\sum_{w'} n_{kw'}^{-i} + |V| \gamma} \exp \left( - \frac{(y_d - \eta \cdot z_d)^2}{2 \sigma^2} \right) \exp \left( - \frac{(H(\tau_{w_i}) - l_{w_i})^2}{2 \sigma_{l_w}^2} \right)$$

(3.5)

The sampling equation for regularized SLDA (Eqn 3.5) is therefore derived by incorporating the additional terms added to the SLDA model for regularization into the sampler. It should be noted that the terms $H(\tau_{w_i})$ and $z_d$ are computed using the assignment $z_i = k$, i.e., the assignment to word $i$ is not excluded unlike in the $n$ counts. The computational complexity of collapsed Gibbs sampling is $O(IN_dK)$, where $I$ is the number of iterations. Note that $H(\tau_{w_i})$ can be computed in $O(1)$ time by caching $n_{kw} \log 2 n_{kw}$ values. Similarly $\eta \cdot z_d$ can also be computed in $O(1)$ by caching the product and adjusting it whenever a word’s latent role assignment is changed.

As we will see in the experiments below, during the collapsed Gibbs sampling process, the inference procedure tends to push $H(\tau_{w_i})$ close to the pseudo-observed $l_w$. Setting $l_w$ to 0 therefore coaxes the inference procedure to return low entropy topic distributions for the words in the vocabulary. The variance parameter $\sigma_{l_w}^2$ can be used to adjust the tightness of the Gaussian to permit more or less entropy in the label distributions.

We can also see that the framework does not require $\sigma_{l_w}^2$ to be the same for all words or even that the regularization be applied to all the words in the vocabulary. If a modeler so requires, regularization can be restricted to a subset of the vocabulary and can be applied with different variances to different words.

An alternate method to achieve such entropic sparsity is to modify the Dirichlet priors with a different prior distribution that prefers topics with similar low word latent role distribution entropy properties. Doing so however requires complicated priors (which can of course no longer be Dirichlet) that are capable of producing topic distributions that are not iid, leading to complications in
the inference procedure. Chapter 4 discusses this approach in detail. The regularization technique described here results in a similar effect on word entropy distributions. It requires minimal additions to the existing collapsed Gibbs sampling inference procedure but is arguably less elegant than using a different prior due to the loss of intuitiveness of the generative process.

Figure 3.3: Supervised LDA with Document Topic Regularization.

### 3.3 Document Topic Proportion Regularization

In models based on LDA, the topic proportions of documents are typically drawn from a Dirichlet distribution. It is commonly seen in practice that the posteriors of these distributions obtained after inference are often sparse. In this section, we use the entropic regularization technique introduced earlier in the chapter to explicitly increase and control the sparsity in the topic proportion distribution.

For every document \( d \) in the corpus, we define \( H(\bar{z}_d) \) as the Shannon entropy of the observed topic proportion distribution (See Figure 3.3). Since \( \bar{z}_d \) is obtained by repeatedly sampling \( \theta_d \), it...
can be considered as an approximate point estimate of $\theta_d$. We use the same framework as the previous section to explicitly coerce the inference procedure to return low entropy topic proportion distributions. To incorporate the regularization, we add a noisy copy of the entropy score, $l_d$, which is sampled from a distribution that is parameterized by $H(\overline{z_d})$ and a hyperparameter $\sigma_{l_d}^2$. The density function for $l_d$ is the same as specified in Equation 3.2. $H(\overline{z_d})$ is again shown in a dotted circle since it is deterministically computed from the latent role assignments to words in document $d$. Setting $l_d$ to a low value forces the inference procedure to favor a $\theta_d$ that has a low entropy value as well.

The joint likelihood of the model with the document topic proportion regularization added is given by:

$$
L(\beta, \theta, z, w, y, l_d | \alpha, \gamma, \eta, \sigma^2, \sigma_{l_d}^2) \propto \quad (3.6)
$$

$$
\prod_{k=1}^{K} \text{Dir}(\beta_k | \gamma) \left( \prod_{d=1}^{D} \text{Dir}(\theta_d | \alpha) \left( \prod_{i=1}^{N_d} \theta_d^{(zi)} \beta_d^{(wi)} \right) \right) \exp \left( -\frac{(l_d - H(\overline{z_d}))^2}{2\sigma_{l_d}^2} \right)
$$

The collapsed Gibbs sampling conditional distribution to sample a topic indicator for a word can be derived in a similar manner to the derivation of Equation 3.5 and is given by:

$$
p(z_i = k | l_w, l_d, w_i, z^{-i}, w^{-i}, y_d, \alpha, \gamma, \eta, \sigma^2, \sigma_{l_d}^2) \propto \quad (3.7)
$$

$$
(n_{dk} + \alpha) \frac{n_{kw_i}^{-i} + \gamma}{\sum_{w'} n_{kw_i'}^{-i} + |V| \gamma} \exp \left( -\frac{(y_d - \eta \overline{z_d})^2}{2\sigma^2} \right) \exp \left( -\frac{(l_d - H(\overline{z_d}))^2}{2\sigma_{l_d}^2} \right)
$$

If both forms of regularization were to be used, the likelihood of data is given by the expression

$$
L(\beta, \theta, z, w, y, l_w, l_d | \alpha, \gamma, \eta, \sigma^2, \sigma_{l_w}^2, \sigma_{l_d}^2) = \quad (3.8)
$$

$$
\prod_{k=1}^{K} \text{Dir}(\beta_k | \gamma) \left( \prod_{d=1}^{D} \text{Dir}(\theta_d | \alpha) \left( \prod_{i=1}^{N_d} \theta_d^{(zi)} \beta_d^{(wi)} \right) \exp \left( -\frac{(l_d - H(\overline{z_d}))^2}{2\sigma_{l_d}^2} \right) \right) \times \exp \left( -\frac{(y_d - \eta \overline{z_d})^2}{2\sigma^2} \right)
$$

$$
\left( \prod_{w \in V} \exp \left( -\frac{(l_w - H(\tau_w))^2}{2\sigma_{l_w}^2} \right) \right)
$$

$$
(3.9)
$$

The conditional distribution for collapsed sampling equation is simply extended to include both
Dataset | books | DVD | kitchen | electronics | movies | Range | 1 - 5 | 1 - 5 | 1 - 5 | 1 - 5 | 0 - 1 | Size | 5501 | 5118 | 5149 | 5901 | 2000 | Vocabulary | 13743 | 14548 | 10857 | 8377 | 12639

Table 3.1: Dataset statistics.

regularization terms and is defined as:

\[ p(z_i = k | l_w, l_d, w_i, z^{-i}, w^{-i}, y_d, \alpha, \gamma, \eta, \sigma^2, \sigma^2_{ld}, \sigma^2_{lw}) \propto \]

\[ \left( \frac{n_{dk} + \alpha}{\sum w' n_{kwi} + |V|\gamma} \right) \exp \left( \frac{-(y_d - \eta_zd)^2}{2\sigma^2} \right) \exp \left( \frac{-(l_d - H(z_d))}{2\sigma^2_{ld}} \right) \exp \left( \frac{-(H(\tau wi) - l wi)^2}{2\sigma^2_{lw}} \right) \]

As \( \sigma^2_{ld} \) tends to 0, the model reduces to a mixture of multinomials model since the regularization will require the entropies to be close to 0 implying that the distribution over topics has all its mass on one topic. Similarly, as the variance tends to \( \infty \), the model reduces to a fully unconstrained LDA-like model.

Unlike word latent role distribution regularization, where the distribution is not explicitly sampled, \( \theta_d \) is explicitly sampled from a Dirichlet prior. Therefore, using a small symmetric Dirichlet hyperparameter value can provide sparse distributions which have low entropies. We present a comparison of the regularization approach and the hyperparameter tuning approach in section 3.5.2.

### 3.4 Task and Datasets

The regularization approach presented can be used in any situation where LDA-derived models are used. Here we use the regularization to improve the performance on the SLDA model in predicting sentiment from product reviews. Automatically discerning the sentiment expressed in reviews of products, hotels and movies has been an active area of research [Jo and Oh, 2011, Joshi et al., 2012, Pang and Lee, 2005, Titov and McDonald, 2008a]. Here we specifically look at the task of predicting the star-rating score typically seen in online reviews (ranging between 1-5 for product reviews on Amazon.com) based on the text in the product reviews. This task was previously tackled in Titov and McDonald [2008b] where the authors proposed a multi-grain topic model to extract
ratings from hotel reviews, and achieve a best absolute error of 0.669. Qu et al. [2010] use a variant of ridge regression to get mean squared errors of 0.884, 0.928 and 0.627 in predicting the scores of product reviews (a different set of products than used by us) in the book, DVD and music domains respectively. Following the precedent set in previous work in the field, we employ the average mean squared error (MSE) in predicting star-rating scores as the metric of evaluation.

Here, we test the performance of an entropy regularized SLDA model by modeling star-rating annotated reviews of products from Amazon.com. The datasets provided by Blitzer et al. [2007]\(^1\) consist of 4 sets of reviews corresponding to reviews about products in the books, DVD, electronics and kitchen categories. Each review is annotated with a star-rating that ranges from 1 to 5. We use only the text of reviews as inputs in this study. We also test the model on a movie reviews dataset [Pang and Lee, 2005] that contains 2000 reviews labeled as positive or negative, which are tagged with targets 1 and 0 respectively in our experiments. Statistics about the datasets are shown in Table 3.1.

**Experimental Setup**

First, we present an overview of the approach. As the first step, we train a SLDA model using the text of product reviews and their associated star ratings. Review documents are represented as a bag of unigram features. After the model is trained, when a previously unseen review is encountered during test time, we use the trained model to perform inference and get a topic distribution for the review. The trained regression model in SLDA is then used to map the topic distribution to a predicted star-rating value. For all the experiments in the rest of the chapter, we set the pseudo observed entropy value to be 0 and set the variance parameter \(\sigma^2\) to different values to test the sensitivity of the model to the hyperparameter. The topic distributions \(\beta\), document topic proportions \(\theta\) and the regression parameters are estimated during inference using the collapsed Gibbs sampler described earlier. The Dirichlet hyperparameter values \(\alpha\) and \(\gamma\) are set to 0.2 and are not further optimized. Inference on the SLDA model is performed using a collapsed Gibbs

\(^1\)http://www.cs.jhu.edu/∼mdredze/datasets/sentiment/
sampler where we let the sampler burn-in for 100 iterations\(^2\) and take the average of the 10 samples after burn-in for obtaining estimates for the model parameters. Unless stated otherwise, all results presented are averaged over 10 trials starting with different randomly chosen start states for the sampler. Error bars in the graphs show the variance in performance across different trials. In each trial, results presented on the test set are obtained through 10-fold cross validation.

### 3.5 Experimental Results

#### 3.5.1 Effect of Word Entropy Regularization

We first investigate the effect of the proposed regularization on the entropy of words’ topic distributions by studying the change in the word topic distribution entropy, averaged across all words in the vocabulary, i.e. \(\sum_{w \in V} H(\tau_w)/|V|\). Figure 3.4(a) shows the change in the average word topic entropy for the datasets described above as the regularization is applied and increasingly tightened by decreasing the value of the variance parameter \(\sigma^2_{iw}\). The different lines in the plots indicate results of trials with different values of \(K\) (the number of topics). The first point in each plot indicates results with no regularization applied. The second and third points in each line show the entropy values with the variance value set to 0.5 and 0.2 respectively.

First, it can be seen that the models with higher \(K\) show higher absolute entropy values, since words have a greater number of topic indicators that they can appear under in. All the plots show a general downward trend in the average word entropy as regularization is applied and the regularization hyperparameter variance is decreased. This is explained due to the heavier penalization of higher entropies with lower variance that leads to lower average word topic entropies. The plot therefore indicates that the regularization does indeed result in lower entropies in words’ latent topic distributions.

Next, we study the effect of regularization on document perplexity (shown in Figure 3.4(b)).

\(^2\)The collapsed Gibbs sampler burns in after relatively few iterations since the reviews datasets that we use have only an average of 185 words per document.
Figure 3.4: Studying the effect of Word Distribution Regularization.

Perplexity is a function of likelihood of the data and is defined as

\[
\text{Perplexity} = 2^{\frac{\sum_{d=1}^{D} \sum_{i=1}^{N_d} \log_2 p(w_{d,i})}{\sum_d N_d}}
\]  

(3.11)

It can be observed that many of the plots exhibit a “U-shape”: i.e., the perplexity values dip
<table>
<thead>
<tr>
<th>Category</th>
<th>Lowest:</th>
<th>Highest:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kitchen</td>
<td>1.291: ice pillow cream pillows garlic sleep peeler great scoop firm knife sugar best butter neck support gears peeling love comfortable koolaid freezer bucket shaved juice buy head works perfect easily maker sweet soft nice better</td>
<td>-1.292: coffee water machine time problem product don’t works never bought doesn’t unit replacement bought shipping send warranty didn’t told quality light weeks working broken broke machine works bad arrived</td>
</tr>
<tr>
<td>DVD</td>
<td>1.353: la de et assasination les pour garrison ville une est jet cats ce du sont archie qui il vie docteur dans edith pansori unanswered grande galactica cho tout beaucoup un li’s que au</td>
<td>-1.309: movie film story bad don’t people time think horror characters movies films plot scene acting scenes character little real end didn’t never love watch watching better pretty things action thing seen girl actually</td>
</tr>
<tr>
<td>Electronics</td>
<td>0.923: sound tv great quality headphones price speakers picture ear better set bass bought product don’t look hd best sony little noise ears buy cable excellent lcd samsung right monitor pair fit looks nice pretty money reviews high volume mount cord</td>
<td>-1.464: unit product back service time buy work new bought year customer amazon don’t support gps months warranty problem never weeks return days worked item sent working money replacement great garmin received battery told day didn’t purchase map software tried</td>
</tr>
<tr>
<td>Books</td>
<td>1.655: bogle agnes brady gregory book blacks lucy read walter brady’s glue talents frances colonel persian great blues mae tooth conner dot julia hermione bram harris bront yellow bloom catherine penguin canyon love dorothy</td>
<td>-2.541: burr salem oswald jfk kennedy bangkok rifle monastery lou himis notovitch’s notovitch parris oswald’s harvey assassination president fired conspiracy da sonchai report fa dallas lama doctors tattoo tippit parkland lee caffeine monopoly dat aaron barrel document patsy j.d shots snide lennon witnesses wound max interpreter kimmel official texas pm</td>
</tr>
<tr>
<td>Movies</td>
<td>0.723: film, time, character, story, life, characters, love, world, performance, films, director, scene, little, own, people, role, family, makes, john, takes, wife, scenes, american, audience, pretty, real, picture, sense, music, father, doesn, woman, death, cast, day, feel, simply, mother</td>
<td>-0.412: movie, film, bad, plot, movies, action, don, re, funny, doesn, people, little, films, ve, scenes, actually, isn, guy, scene, original, characters, seen, course, hard, effects, fun, didn, comedy, ll, minutes, script, look, acting, watch, star, series, special, lot, director, watching</td>
</tr>
</tbody>
</table>

Table 3.2: Topics with most positive and negative coefficients

below the value of the unregularized model (except when $K = 5$ for the books, DVD and kitchen datasets) when the variance value is set to 0.5, but rise again when the regularization is further
tightened and set to 0.2. This indicates that there is a “sweet spot” for the regularization, which is $\sigma^2_{lw} = 0.5$ in the case of the datasets studied here. We hypothesize that this is due to the polysemy freedom afforded by the unregularized model being overly expressive, and low variance values such as 0.2 reducing the freedom to a level where it is insufficient to represent the inherent polysemy in the corpus. In general, we use the optimal value of the hyperparameter corresponding to the best perplexity value on a 10% held out tuning set. The value thus determined is used for the remainder of experiments after folding in the tuning set into the training set.

Table 3.2 shows sample topics from a SLDA model with word latent role entropy regularization. Since the SLDA model has an associated classifier which uses topic proportions as input, we can determine the topic that is deemed to be most informative for star-rating by looking at the classifier co-efficients. The table shows the topics that are associated with the most positive and most negative co-efficients for each of the datasets.

For another qualitative treatment of the effects of word topic distribution regularization, we compare the latent role distributions as obtained from regularized and unregularized SLDA models of illustrative sample words. For the regularized models, we use a $\sigma^2_{lw}$ value of 0.5. Firstly, we examine the word slicer from the kitchen product reviews dataset. In the context of kitchen appliance reviews, this word is fairly unambiguous and refers to the slicers in juicer appliances. In the regularized model, the word has the maximum mass on a topic that represents juicers (the top words in the topic are juice, juicer, juicing, pulp, omega, spout, carrots, wheatgrass) with 0.85 of the mass lying on this topic. In the unregularized model, 0.61 of the latent role distribution mass lies on a similar topic that discusses juicers. Therefore we see that the regularization leads to a larger mass to be assigned to the “right” topic for the word. Next, we look at the word fidelity from the electronics dataset. In the regularized model, the top two topics for this word are related to “headphones” (since fidelity refers to sound quality) and “printers” (since Fidelity is a commercial printer manufacturer) with the respective masses being 0.32 and 0.28 respectively. In contrast, in the unregularized model, the “headphones” and “printers” topic get a mass of 0.22 and 0.20 and a topic related to “DVD drives” gets a mass of 0.19. It can be seen from this example that the regularized model favors more peaky distributions which place more of the mass on a relatively smaller number of relevant topics.
Table 3.3: Effect of Word Distribution Regularization on MSE in star-rating prediction (computed using 10-fold cross-validation)

<table>
<thead>
<tr>
<th>Dataset</th>
<th>books</th>
<th>DVD</th>
<th>kitchen</th>
<th>electronics</th>
<th>movies</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1 - 5</td>
<td>1 - 5</td>
<td>1 - 5</td>
<td>1 - 5</td>
<td>0 - 1</td>
</tr>
<tr>
<td>No regularization</td>
<td>2.169</td>
<td>2.042</td>
<td>1.986</td>
<td>1.885</td>
<td>0.218</td>
</tr>
<tr>
<td>With regularization</td>
<td><strong>2.136</strong></td>
<td><strong>2.003</strong></td>
<td><strong>1.761</strong></td>
<td><strong>1.874</strong></td>
<td><strong>0.208</strong></td>
</tr>
<tr>
<td>SVM</td>
<td>1.643</td>
<td>1.773</td>
<td>1.506</td>
<td>1.732</td>
<td>0.158</td>
</tr>
<tr>
<td>SVM + LDA (unregularized) features</td>
<td>1.614*</td>
<td>1.757</td>
<td>1.373</td>
<td><strong>1.456</strong>*</td>
<td>0.145*</td>
</tr>
<tr>
<td>SVM + LDA (with regularization) features</td>
<td><strong>1.592</strong>*</td>
<td><strong>1.748</strong>*</td>
<td><strong>1.356</strong></td>
<td><strong>1.456</strong>*</td>
<td><strong>0.142</strong>*</td>
</tr>
</tbody>
</table>

(starred entries indicate statistically significant entries)

Finally, we test the performance of the model in predicting the star-ratings of reviews. We evaluate the star-rating predictions of models using mean-squared error (MSE), which is the square of the difference between the true and predicted ratings. Table 3.3 shows the mean squared error of the star-rating predictions for the different datasets. The table compares the error rates of the regularized models to the error rates of a baseline unregularized model. The number of topics $K$ is set to either 10 or 20 depending on the perplexity observed during cross-validation for each dataset. For the regularized model, we use use a variance values of 0.5 for $\sigma^2_{lw}$, which showed the best results in the perplexity plot. It can be seen from the table that using word topic regularization consistently significantly improves the MSE in star-prediction. On average this improvement in error rate is 3.98%. The values in bold indicate the best performing model for a dataset and values marked with a * indicate statistically significant improvements over the baselines, which is the unregularized SLDA model for the SLDA results and the SVM model for the SVM-based experiments.

We also run experiments where we add the topic distributions as additional features to the original bag of words vector representation and train an SVM regression model. We therefore study the effect of the topic distributions obtained with and without regularization in such a setting. We first evaluate the SVM regression model with a linear kernel as a baseline model using 10-fold cross validation for the star-rating prediction task. We then add the topic proportion distributions of doc-
uments obtained from a LDA model as additional features to the SVM model. The slack parameter value was set at 0.05 based on cross-validation. It can be seen from the results that adding topic model features helps in improving SVM regression performance and adding regularization further improves performance in all the datasets.

The results on the star-rating prediction task show that the regularization not only shows better perplexity, i.e. it returns a better language model, but that it also returns topic proportion distributions ($\theta_d$) that encode more accurate information about the star-rating assigned to reviews.

### 3.5.2 Effect of Document Topic Proportion Regularization

We also studied the effect of document topic proportion regularization on the entropy of $\xi_d$ averaged across all documents in the corpus. Figure ?? shows the plot of this value against different levels of regularization. The left points in each line indicate results with no regularization whereas the second and third points show results with $\sigma^2_{ld}$ set to 0.5 and 0.2 respectively. We see that as the regularization is applied and more heavily enforced by lowering the variance, the average entropy is driven lower, indicating that the regularization has the intended effect.

Next, we study the effect of topic proportion regularization on document perplexity in Figure 3.5(b). In all the datasets, the perplexity values decrease as the regularization is enforced and tightened. This effect is more prominently seen in the models with more topics. For instance, the purple lines at the top in each plot ($K = 50$), show a more noticeable drop in perplexity, whereas the solid red lines (with $K = 5$) show little movement with different levels of regularization. As the number of topics is increased, the unregularized model tends to use more diffuse distributions over topics, and the regularization helps in reducing this tendency, resulting in better perplexities.

From figures 3.4 and 3.5, we see that a variance value of 0.5 offers the best perplexity for all the datasets. In figure 3.6, we investigate the sensitivity of the hyperparameter value to external measures of performance, i.e., MSE in our experiments. From the plots, it can be seen that the MSE curves behave in a similar manner to the perplexity curves. This observation indicates that for this task, perplexity and MSE are correlated in terms of sensitivity to $\sigma^2_{lw}$ and $\sigma^2_{ld}$.

Figure 3.7 shows the relation between setting the hyperparameter of the Dirichlet prior to the document topic proportion distribution to control sparsity and using regularization. For these
Figure 3.5: Effect of Document Topic Proportion regularization.
results, the number of topics was set to 10. The average entropy of the topic distributions for different values of the symmetric Dirichlet hyperparameter (on the x-axis) and the regularization
variance value, i.e., $\sigma^2_{t_d}$ are plotted. It can be seen that for any constant $\alpha$ value, the average document topic distribution entropy decreases when regularization is used and when the variance value is decreased. It can also be seen that the entropy value decreases as the hyperparameter value is decreased. The lowest entropy value observed when regularization is used (i.e., when $\sigma^2_{t_d}$ is set to 0.2) can also be obtained by using a lower Dirichlet hyperparameter value. As discussed earlier, regularization of $\theta$ has the same effect as modifying the prior, which was not possible in the case of word latent role distribution regularization. In the latter case, modifying the parameters of the Dirichlet prior only affects the sparsity within a topic and does not directly address the distribution of a word across all topics.

Next, as with the previous set of experiments, we study the effect of regularization on star-prediction tasks, the results for which are shown in Table 3.4. For the results in the table, the variance hyperparameter for the regularization $\sigma^2_{t_d}$ was set to 0.5 (which is the optimal value based
<table>
<thead>
<tr>
<th>Dataset</th>
<th>books</th>
<th>DVD</th>
<th>kitchen</th>
<th>electronics</th>
<th>movies</th>
</tr>
</thead>
<tbody>
<tr>
<td>No regularization</td>
<td>2.169</td>
<td>2.042</td>
<td>1.986</td>
<td>1.885</td>
<td>0.218</td>
</tr>
<tr>
<td>With regularization</td>
<td><strong>2.121</strong></td>
<td><strong>2.031</strong></td>
<td><strong>1.784</strong></td>
<td><strong>1.743</strong></td>
<td><strong>0.210</strong></td>
</tr>
<tr>
<td>SVM</td>
<td>1.643</td>
<td>1.773</td>
<td>1.506</td>
<td>1.732</td>
<td>0.158</td>
</tr>
<tr>
<td>SVM + LDA (unregularized)</td>
<td>1.614*</td>
<td>1.757</td>
<td>1.373</td>
<td>1.456</td>
<td>0.145*</td>
</tr>
<tr>
<td>SVM + LDA (with regularization)</td>
<td><strong>1.601</strong></td>
<td><strong>1.750</strong></td>
<td><strong>1.364</strong></td>
<td><strong>1.454</strong></td>
<td><strong>0.143</strong></td>
</tr>
</tbody>
</table>

Table 3.4: Document Topic Regularization: Effect on MSE in star-rating prediction (computed using 10-fold cross-validation)

Figure 3.8: Varying Dirichlet hyperparameter and document topic proportion regularization (MSE computed using 10-fold cross-validation)
on the perplexity plots) and $\alpha$ to 1.0. It can be seen from the table that adding the regularization improves the MSE for all the datasets by 4.82% on average. The improvements for all the datasets are statistically significant at $p=0.05$ using the Wilcoxon paired sign test. These results suggest that more peaked topic distributions describe the corpus better and also contain more information about the star-rating.

Finally, we study the effect of modifying both the Dirichlet hyperparameter and the regularization hyperparameter $\sigma_{i_d}^2$ on the MSE in predicting star-ratings. In figure 3.8, we see that just as in regularization, there is a sweet spot for the Dirichlet hyperparameter value which is either 0.6 or 1.0 in the datasets studied here. In 4 out of the 5 datasets, we see that the best MSE value is observed with $\alpha = 1$ and with $\sigma_{i_d}^2$ set to 0.5, which indicates that modifying the Dirichlet parameter does not translate to performance gains in MSE, although we see that we can get the same average word entropy characteristics as achieved by regularization (figure 3.7). For non-optimal $\alpha$ values, the gains introduced by regularization can also be obtained by moving to a better $\alpha$ value. The sparsity introduced by a low Dirichlet hyperparameter and by lowering the entropy of $\theta$ lead to different kinds of sparsity, and empirically we see that the topic proportion obtained after fitting a regularized model, has better predictive power. Therefore, while sparsity can be introduced by altering the Dirichlet hyperparameter, entropy reduction in $\theta$ using the regularization framework is advantageous in terms of star-rating prediction on these datasets. We intend to investigate the relationship between the Dirichlet and variance hyperparameters in detail in future work.

### 3.6 Related Work

The general idea of imposing constraints in the inferred posterior distributions has been addressed in different ways previously by researchers. Ganchev et al. [2010] proposed Posterior Regularization (PR), a method to incorporate indirect supervision via constraints on posterior distributions of probabilistic models with latent variables. They demonstrate the use of the technique in models for several tasks such as POS induction and word alignment. While the approach proposed in this chapter is similar in spirit to PR, in that both approaches provide a method for preferences for the posteriors of latent variables to be specified, there are significant differences in the manner in which
the constraints are imposed. The PR framework works by decoupling the constraint requirements from the modeling process. An EM procedure is proposed which alternates between training the unconstrained model and ensuring that the constraints are satisfied. In contrast, the regularization approach proposed here introduces the regularization terms directly into the graphical model, in a manner which only minimally affects the approximate inference procedure (by the addition of a few terms), through the use of pseudo-observed noisy copy of aggregate function values.

Chang et al. [2007] introduced Constraint Driven Learning (CODL) where domain knowledge is introduced into semisupervised learning models. Similar to the approach used in PR, the objective function of the model being trained is modified to add a penalty which is proportional to the distance between desired values of the inferred distributions and the actual distribution. An EM approach is used to train models using the modified objective function which alternates between fitting the original objective function and satisfying constraints.

Liang et al. [2009] presented a new framework for introducing domain knowledge based constraints in a Bayesian setting called measurements. Their approach and ours share some characteristics — the objective function has a prior distribution, the likelihood term and a noise model which penalize deviations from desired values of functions over inferred variables. Liang et al. [2009] use a box-based noise model, in contrast to the Gaussian based model that is used in this chapter. Their work focuses on using the framework for tackling structured learning tasks and they propose different ways to fit the model to data using approximation techniques like mean field factorization. Here, we focus exclusively on latent variable mixed-membership models, where the addition of the regularization does not require major changes to the approximate inference procedure.

Wang and Blei [2009] presented sparseTM, a nonparametric topic model in which sparsity and smoothness are controlled separately. A bank of Bernoulli variables is used to determine which terms are allowed to be part of a topic which causes each topic to be sparse. This form of sparsity is in contrast to the sparsity introduced by word latent role distribution which induces sparsity of a word across topics. However, it is likely that strengthening the sparsity in sparseTM will cause the word latent role distribution \( \tau_w \) to have low entropy as well.

Eisenstein et al. [2011] introduced SAGE, a sparse additive generative model in which topics are modeled as deviations from a central background topic. Sparsity is introduced by limiting the
number of terms whose probabilities can deviate from the background topic. Like in the case of sparseTM, SAGE introduces sparsity within the topic, but in a different manner.

Mann and McCallum [2010] also proposed a general framework to introduce preferences in model expectations by adding terms called generalized expectation (GE) criteria to the objective function. Examples of such criteria were explored in the domain of log-linear models. The approach in this chapter shares similarities to the GE framework in that the regularization operates on entropies of distributions of inferred latent variables; moreover, the GE approach specifies constraints in the form of expected values over the inferred distributions, which are similar to the pseudo-observed values used in this work. However, the manner in which deviations from expectations are penalized in our approach is different from the criteria used in Mann and McCallum [2010]: the method introduced in this chapter proposes that a desired value is drawn from a distribution parameterized by the inferred latent variables’ values, whereas the GE framework uses KL divergence to penalize the deviation from an expected distribution. The GE framework has not been applied to latent variable mixed-membership models, as far as we know.

Newman et al. [2011] presented a method to regularize topic models to produce coherent topics. In this approach, a pre-computed matrix of word-similarities from external data (Wikipedia) is used to construct a prior for the topic distributions. This regularization approach differs from the framework used in this paper in that it is aimed at producing topics that respect external word similarities. This is in contrast to our approach that is designed to control the latent structure properties without using external data.

Regularization by entropy has been used previously for semi-supervised learning in Grandvalet and Bengio [2005], Jiao et al. [2006] and Corduneanu and Jaakkola [2005] where entropy based regularizers are used to constrain the unknown labels of unlabeled data points. Celeux and Soromenho [1996] also use criteria based on entropy to determine the optimal number of clusters in mixture models. The approach presented here uses entropy for a different purpose, i.e., to impose preferences on the mixed-membership of words/entities. Regularization in models based on LDA have also been previously proposed in works such as Cai et al. [2008] and Mei et al. [2008], which use a regularization term in the likelihood expression to remove the independence assumption between documents by placing them on a manifold.
Chang and Blei [2010] and Gruber et al. [2008] presented models that jointly model documents and the network between them. The joint models encourages topics to have regularity in order to explain a network of documents, based on characteristics of documents that are linked together, rather than characteristics of the observed and latent variables as presented here.

Opinion mining and sentiment analysis has become an active area of research in the last decade [Pang and Lee, 2008]. The aim in this line of work is to analyze the sentiments expressed in online communities via reviews on movies, products, hotels etc. Often the task is simplified by framing the problem as extracting the opinion polarities or numeric ratings (such as star ratings on amazon.com) [Pang and Lee, 2005]. Qu et al. [2010] tackled the problem by replacing the bag-of-words representation of review text with a bag-of-opinions representation that uses linguistic cues to get features that contain more signal about the opinion expressed. Popescu and Etzioni [2005] also address the problem or feature representation and present a system that represents revies as a set of feature and opinion tuples. Titov and McDonald [2008a] used topic models to extract aspects ratings [Hu and Liu, 2004] from reviews. Lerman et al. [2009] provides an overview of different sentiment summarizers which look at reviews and provide a short summary about the sentiment expressed in it.

3.7 Conclusion

In this chapter, we presented an regularization approach to obtain finer control over the latent structure obtained from mixed-membership latent variable models. We used the method to sparsify topic models; firstly we used it to softly constrain words' ability to participate in multiple topics thus providing a way to control the ability of the model to permit polysemy. We then used the entropic regularization approach to make the topic proportion distribution of documents sparse thus permitting LDA-like models to span the spectrum from a mixture of multinomials to a fully unconstrained LDA model. Our experiments show that the word entropy and document topic regularization result in better perplexity and mean-squared error scores in the star-rating prediction task because it enables the model to utilize sentiment-indicative words more efficiently. The work described in this chapter was published earlier in Balasubramanyan and Cohen [2013].
Chapter 4

Bayesian Formulation

4.1 Motivation

In chapter 3 (Figure 3.2), we presented a method to regularize latent variable models. Specifically, we use the proposed framework to control the entropy of words' latent role distribution entropies. The method therefore provided additional modeling flexibility than is normally present in such models. From a purely Bayesian standpoint, the natural way to introduce such preferences is to use suitable prior distributions that encode the preferences we wish to impose. In the case of words' latent role distribution properties, this introduces complications since the distributions are not explicitly sampled in the generative story. They are rather a byproduct obtained from distributions that are generated. Specifically, words' latent role distributions are obtained by observing a word's probability in each topic multinomial that is drawn iid from a Dirichlet prior. To use a purely Bayesian approach would require the Dirichlet prior distributions to be replaced with a different distribution that serves as a prior for the set of topic multinomials. Since we desire to introduce dependencies between a word's probability in each of the topics, the new distribution necessarily requires that the topic multinomials are no longer independent of each other. Furthermore, it can be easily seen that replacing the Dirichlet prior distribution causes a loss of conjugacy that is enjoyed by the Dirichlet prior and multinomial topic distribution pair. The conjugacy afforded when using a Dirichlet prior makes it simple to evaluate integrals needed in the collapsed Gibbs sampler. Modifying the prior will therefore negate this computational convenience. When it is impossible to
obtain a closed form expression for the likelihood integral, alternate inference schemes will need to be employed since the use of collapsed Gibbs sampling, which requires the computation of the conditional likelihood, will not be possible. In this chapter, we present a new prior distribution for topic multinomials that permits us to specify relations of word’s probability across hitherto independent multinomials. The use of the new prior comes at the cost of more complex inference using a Metropolis-Hastings sampling scheme. This new prior captures the same intuition as the word-entropy regularization introduced in Section 3.2 but implements that intuition differently. We will also show that it has a similar effect experimentally, in that samples generated from models using this prior with the computationally expensive Metropolis-Hastings algorithm, largely overlap with samples generated from the model of Section 3.2

4.2 Entropically Constrained LDA

In this model we start with LDA and define a new prior distribution for the topic multinomials $\beta_k, k \in \{1, \ldots, K\}$. In the LDA model, the topic multinomials are drawn from a Dirichlet prior i.e. the density for a multinomial $\beta_k$ is given by

$$\text{Dir}(\beta_k|\gamma) = \frac{1}{\Delta(\gamma)} \prod_v \beta_{k,v}^{\gamma_v - 1}$$

(4.1)

Here $\Delta(\gamma)$ is the normalizing constant and is defined as $\prod_v \frac{\Gamma(\gamma_v)}{\Gamma(\sum_v \gamma_v)}$. When the hyperparameters $\gamma_v, v \in 1, \ldots, V = \gamma$ are equal in value, this is termed a symmetric Dirichlet prior.

Our goal when introducing the regularization of the latent role distribution of words (Section 3.2) was to introduce dependencies between $\beta_{k,v}$. This permitted us among other things to specify that a word’s latent role distribution should have low entropy. To introduce the desired dependencies via a prior rather than by introducing regularization terms, we propose a new prior distribution over the set of $K$ multinomials. The newly proposed Entropically Coupled Dirichlet (ECD) distribution over $\beta_k, k \in 1, \ldots, K$ is defined as:

$$\text{ECD}(\beta|\gamma, \sigma^2_v) = \frac{1}{C} \left[ \prod_k \prod_v \beta_{k,v}^{\gamma_v - 1} \right] \left[ \prod_v \exp \left( - \frac{\left( - \sum_k \beta_{k,v} \log \beta_{k,v}' \right)^2}{2 \sigma^2_v} \right) \right] ; \beta_{k,v}' = \frac{\beta_{k,v}}{\sum_{k'} \beta_{k',v}}$$

(4.2)
To illustrate the change introduced when using a ECD prior in lieu of Dirichlet priors, let us consider a toy example. We consider a two topic model where the vocabulary size is 2. Therefore each of the two topics is a binomial rather than a multinomial. Figure 4.1 shows the density of drawing 2 binomials from a Beta prior (which is the analog of a Dirichlet prior for binomials) with hyperparameters $\alpha = 2, \beta = 2$. Topic 1, i.e., $\beta_1$ is represented on the x-axis with the x-axis values indicating the probability of the first word in topic 1. Similarly, topic 2 i.e. $\beta_2$ is represented in the y-axis. Darker points in the plot indicate a higher density. It can be seen that the distribution is symmetric around the diagonal and anti-diagonal and the mass is heaviest at $0.5, 0.5$ where both topics have equal probabilities for the two words in the vocabulary.

Figure 4.2 shows the density of drawing the same two topics $\beta_1$ and $\beta_2$ using an ECD prior ($\gamma = 2$). The three subfigures show the densities with different values for the hyperparameter $\sigma^2_{\epsilon_{\nu}}$. In these plots, it can be seen that the probability mass is no longer symmetric around the diagonal, and that the probability mass is skewed towards the top left and bottom right corners. These two corners represent low entropy topic distributions. For instance, the bottom right corner represents a point where $\beta_1 = \{1, 0, 0.0\}$ and $\beta_2 = \{0.0, 1.0\}$. At this point, both words in the vocabulary have a Shannon entropy of 0. We further see that as the hyperparameter value is increased, this
effect is more pronounced. Therefore, we see that using an ECD prior biases the model towards
drawing a set of topics where words have low latent role distributions.

Figure 4.2: Density of Two Binomials with an ECD prior

4.2.1 Inference in LDA with ECD Priors

The generative story behind LDA with an ECD prior, of a corpus with \( M \) documents is fully
described as follows:

\[
\beta \sim \text{ECD}(\gamma, \sigma_{l}^{2}), \quad \text{where } \beta = (\beta_1, \ldots, \beta_K) \text{ i.e. a vector of } \ K \text{ V-dimensional multinomials}
\]

\[
\theta_m \sim \text{Dir}(\alpha), m \in 1, \ldots, M
\]

\[
z_{m,n} \sim \text{Mult}(\theta_m), n \in 1, \ldots, N_m
\]

\[
w_{m,n} \sim \text{Mult}(\beta_{z_m,n})
\] (4.3)

The likelihood of the data is given by:

\[
p(\theta, z, w, \beta | \alpha, \gamma, \sigma_{l}^{2}) = \prod_{m=1}^{M} p(\theta_m | \alpha) \prod_{n=1}^{N_m} p(z_{m,n} | \theta_m) p(w_{m,n} | \beta_{z_m,n}) \text{ECD}(\beta | \gamma, \sigma_{l}^{2})
\] (4.4)

In previous chapters, we employed collapsed Gibbs sampling to perform approximate inference.
Here we will show that collapsed Gibbs sampling is no longer possible when the Dirichlet priors
for \( \beta \) are replaced with the ECD distribution described above. Therefore we propose an alternate
MCMC sampling scheme based on the Metropolis-Hastings algorithm. It can of course be noted
that while collapsed Gibbs sampling is not possible, a Gibbs sampling scheme that samples not just \( z \) variables, but also values for \( \theta \) and \( \beta \) is still possible. However, we anticipate that the process will be inefficient due to the high dimensionality of the variables to be sampled.

We now describe the proposed Metropolis-Hastings inference scheme. To begin, we define the following terms, which are dependent only on \( w \) and \( z \) for convenience.

\[
\begin{align*}
n_{mk} &= \sum_{n=1}^{N_m} \delta(z_{m,n} = k), \quad \vec{n}_m = \langle n_{m1}, n_{m2}, \ldots, n_{mK} \rangle \\
n_{kv} &= \sum_{m=1}^{M} N_m \sum_{n=1}^{N_m} \delta(w_{m,n} = v) \times \delta(z_{m,n} = k), \quad n_k = \sum_v n_{kv}
\end{align*}
\]

The likelihood (Equation 4.4) can be re-expressed using these terms as

\[
p(\theta, z, w, \beta | \alpha, \gamma, \sigma_{l_v}^2) = \left[ \prod_{m=1}^{M} \frac{1}{\Delta(\gamma)} \prod_k \theta_{m,k}^{\gamma - 1} \prod_k \theta_{m,k}^{n_{mk} - 1} \right] \left[ \prod_k \prod_v \beta_{k,v}^{n_{kv}} \right] \text{ECD}(\beta | \gamma, \sigma_{l_v}^2)
\]

However, we anticipate that the process will be inefficient due to the high dimensionality of the variables to be sampled.

Integrating out \( \theta \) using \( \int \prod_k \theta_{m,k}^{\alpha + n_{mk} - 1} d\theta_m = \Delta(\vec{n}_m + \alpha) \) and re-arranging terms, we get

\[
p(z, w, \beta | \alpha, \gamma, \sigma_{l_v}^2) = \left[ \prod_{m=1}^{M} \frac{1}{\Delta(\gamma)} \prod_k \theta_{m,k}^{\gamma + n_{mk} - 1} \right] \left[ \prod_k \prod_v \beta_{k,v}^{n_{kv}} \right] \text{ECD}(\beta | \gamma, \sigma_{l_v}^2)
\]

It can now be seen that integrating out \( \beta \) is not possible since ECD is not conjugate to multinomials, and the integral has no closed form solution.

Since

\[
p(z, \beta | w, \alpha, \gamma, \sigma_{l_v}^2) = \frac{p(z, w, \beta | \alpha, \gamma, \sigma_{l_v}^2)}{p(w | \alpha, \gamma, \sigma_{l_v}^2)}
\]

and

\[
p(w | \alpha, \gamma, \sigma_{l_v}^2) = \int \int \left[ \prod_{m=1}^{M} \frac{\Delta(\vec{n}_m + \alpha)}{\Delta(\alpha)} \right] \left[ \prod_k \prod_v \beta_{k,v}^{n_{kv}} \right] \text{ECD}(\beta | \gamma, \sigma_{l_v}^2) \ d\beta \ dz = F(\alpha, \gamma, \sigma_{l_v}^2)
\]

it can be seen that

\[
p(z, \beta | w, \alpha, \gamma, \sigma_{l_v}^2) \propto \left[ \prod_{m=1}^{M} \frac{\Delta(\vec{n}_m + \alpha)}{\Delta(\alpha)} \right] \left[ \prod_k \prod_v \beta_{k,v}^{n_{kv}} \right] \text{ECD}(\beta | \gamma, \sigma_{l_v}^2)
\]

To sample \( z \) and \( \beta \) from this distribution from the above distribution, we propose a Metropolis-Hastings based algorithm.
Metropolis Hastings Algorithm

The Metropolis-Hastings (MH) algorithm is a Markov Chain Monte Carlo scheme to obtain samples from a distribution in cases where it is not possible to directly sample from the desired distribution. Possible reasons for the inability to directly sample includes the lack of a closed form and high computational expense. Let \( p(\Theta|y) \) be the distribution we want a sample from. The MH algorithm proceeds as follows

- \( \Theta^{(0)} \leftarrow x \)
- for \( i = 0 \) to \( T \)
  - draw \( \tilde{\Theta} \sim q(\Theta|\Theta^{(i)}) \)
  - set \( \Theta^{(i+1)} \leftarrow \tilde{\Theta} \) with probability \( a(\Theta^{(i)}, \tilde{\Theta}) \)
  - else set \( \Theta^{(i+1)} \) to \( \Theta^{(i)} \)

\[
a(c, d) = \min \left\{ 1, \frac{p(d|y)q(c|d)}{p(c|y)q(d|c)} \right\}
\]  

(4.9)

The algorithm looks like a stochastic hill climbing algorithm, and uses \( q(\Theta|\Theta^{(i)}) \), which is called the **proposal distribution**, to propose moves in state space. Since only ratios of probabilities of proposed states need to be computed, the need to compute normalizing constants (which are often expensive) is removed. The acceptance ratio \( a(c, d) \) indicates if the newly proposed state returned by \( q \) leads to a better state. It accounts for the fact that the proposal density is not the target density \( p \).

We use a proposal distribution — \( q(\tilde{z}, \tilde{\beta}|z, \beta) \) for the model proposed in 4.3 that follows the collapsed Gibbs sampler used for the regularized LDA model. Each call to \( q \) results in an update for a single \( z_{m,n} \), the new value for which is sampled using:

\[
q(z_{m,n} = k|\alpha, \gamma, \sigma_{iw}^2, w, z^{-m,n}) \propto (n_{mk}^{-m,n} + \alpha) \frac{n_{kw}^{-m,n} + \gamma}{\sum_{k'} n_{kw'}^{-m,n} + |V| \gamma} \exp \left( -\left( \frac{\sum_k \tau_{kw} \log \tau_{kw,m,n}}{2\sigma_{iw}^2} \right)^2 \right)
\]  

(4.10)

\( \tau_{kw,m,n} \) is defined as \( \frac{n_{kw,m,n}}{\sum_{k'} n_{kw'}^{-m,n}} \) and \( \tilde{\beta} \) is set to its MLE estimate derived from the updated \( \tilde{z} \).
Note that \( \tilde{z} \) differs from \( z \) in that \( z_{m,n} \) has changed from \( k_{old} \) to \( k_{new} \). We can now compute the counts \( \tilde{n} \) using the new sample \( \tilde{z} \) and update the affected values in \( \tilde{\beta} \) i.e. \( \beta_{old} \) and \( \beta_{new} \) using

\[
\tilde{\beta}_{old,v} = \frac{\tilde{n}_{old,v} + \gamma}{\tilde{n}_{old} + V\gamma}, \quad \tilde{\beta}_{new,v} = \frac{\tilde{n}_{new,v} + \gamma}{\tilde{n}_{new} + V\gamma} \quad v \in 1, \ldots, V
\]

(4.11)

Further it can be seen that \( \tilde{n} \) is the same as \( n \) except for

\[
\begin{align*}
\tilde{n}_{mk_{new}} &= n_{mk_{new}} + 1, \quad \tilde{n}_{mk_{old}} = n_{mk_{old}} - 1 \\
\tilde{n}_{knewwm,n} &= n_{knewwm,n} + 1, \quad \tilde{n}_{koldwm,n} = n_{koldwm,n} - 1
\end{align*}
\]

The new values \( \tilde{z} \) and \( \tilde{\beta} \) are accepted with the probability \( \min \left( 1, \frac{p(\tilde{z},\tilde{\beta}|w,\alpha,\gamma,\beta)}{p(z,\beta|w,\alpha,\gamma,\beta)} \right) \).

The second term in the min expression above can be expanded as

\[
\Delta(\tilde{n}_m + \alpha) \left( \prod_v \frac{\tilde{n}_{old,v}^{\tilde{\beta}_{old,v}} \tilde{n}_{new,v}^{\tilde{\beta}_{new,v}}}{\tilde{n}_{old,v}^{\beta_{old,v}} \tilde{n}_{new,v}^{\beta_{new,v}}} \right) \frac{ECD(\tilde{\beta} | \gamma, \sigma_v^2)}{ECD(\beta | \gamma, \sigma_v^2)} \times
\]

(4.12)

\[
\begin{align*}
&\frac{(n_{mk_{old}} - 1 + \alpha) n_{mk_{old,wm,n}} - 1 + \gamma}{(n_{mk_{new}} + \alpha) n_{knewwm,n} + \gamma} \times \exp \left( \frac{-\sum_{k} \tau_{kwm,n} \log \tau_{kwm,n}}{2\sigma_v^2} \right) \\
&\quad \text{Part 1} \\
&\quad \text{Part 2} \\
&\quad \text{Part 3} \\
&\quad \text{Part 4} \\
&\quad \text{Part 5}
\end{align*}
\]

where \( \tilde{\tau}_{kwm,n} \) is defined as \( \frac{\tilde{n}_{kwm,n}}{\sum_k \tilde{n}_{kwm,n}} \). It can be seen that the normalizing constants for \( q(\tilde{z},\tilde{\beta}|z,\beta) \) and \( q(z,\beta|\tilde{z},\tilde{\beta}) \) are equal and therefore cancel out.

Using the relation \( \Gamma(n) = (n - 1)\Gamma(n - 1) \), Part 1 from Equation 4.12 can be reduced as follows.

\[
\begin{align*}
&\prod_k \frac{\Gamma(\tilde{n}_{mk} + \alpha)}{\Gamma(\sum_k (n_{mk} + \alpha))} \\
&= \frac{\Gamma(\tilde{n}_{mk_{old}} + \alpha) \Gamma(\tilde{n}_{mk_{new}} + \alpha)}{\Gamma(\tilde{n}_{mk_{old}} + \alpha) \Gamma(\tilde{n}_{mk_{new}} + \alpha)} \\
&= \frac{\Gamma(n_{mk_{old}} - 1 + \alpha) \Gamma(n_{mk_{new}} + 1 + \alpha)}{\Gamma(n_{mk_{old}} + \alpha) \Gamma(n_{mk_{new}} + \alpha)} \\
&= \frac{n_{mk_{new}} + \alpha}{n_{mk_{old}} - 1 + \alpha}
\end{align*}
\]

(4.13)
Part 2 of Equation 4.12 can be expanded by using point estimates for $\beta$ as:

$$
\frac{(n_{k_{old}m,n} + \gamma)^{n_{k_{old}m,n} + \gamma - 1}}{(n_{k_{old}m,n} - 1 + V_{\gamma})^{n_{k_{old}m,n} - 1 + \gamma - 1}} \frac{(n_{k_{new}m,n} + \gamma)^{n_{k_{new}m,n} + \gamma - 1}}{(n_{k_{new}m,n} + 1 + V_{\gamma})^{n_{k_{new}m,n} + 1 + \gamma - 1}} \times 
\prod_{v \neq w_{m,n}} \frac{(n_{k_{old}v} + \gamma)^{n_{k_{old}v} + \gamma - 1}}{(n_{k_{old}v} - 1 + V_{\gamma})^{n_{k_{old}v} - 1 + \gamma - 1}} \frac{(n_{k_{new}v} + \gamma)^{n_{k_{new}v} + \gamma - 1}}{(n_{k_{new}v} + 1 + V_{\gamma})^{n_{k_{new}v} + 1 + \gamma - 1}}
$$

Part 3 is re-written as:

$$
\prod_{v} \exp \left( - \left( - \sum_{k} \tilde{\beta}_{k,v} \log \tilde{\beta}_{k,v} \right)^{2} + \left( - \sum_{k} \beta'_{k,v} \log \beta'_{k,v} \right)^{2} \right) \frac{2\sigma_{v}^{2}}{2\sigma_{v}^{2}}
$$

After merging Part 1 with Part 4, the sample from the proposal distribution (Equation 4.12) is therefore accepted with a probability of

$$
\min \left( 1, \frac{(n_{k_{old}m,n} - 1 + \gamma)^{n_{k_{old}m,n} - 1 + \gamma - 1}}{(n_{k_{new}m,n} - 1 + \gamma)^{n_{k_{new}m,n} - 1 + \gamma - 1}} \frac{(n_{k_{new}m,n} + \gamma)^{n_{k_{new}m,n} + \gamma - 1}}{(n_{k_{new}m,n} + 1 + V_{\gamma})^{n_{k_{new}m,n} + 1 + \gamma - 1}} \times 
\prod_{v \neq w_{m,n}} \frac{(n_{k_{old}v} + \gamma)^{n_{k_{old}v} + \gamma - 1}}{(n_{k_{old}v} - 1 + V_{\gamma})^{n_{k_{old}v} - 1 + \gamma - 1}} \frac{(n_{k_{new}v} + \gamma)^{n_{k_{new}v} + \gamma - 1}}{(n_{k_{new}v} + 1 + V_{\gamma})^{n_{k_{new}v} + 1 + \gamma - 1}} \times 
\exp \left( - \sum_{v} \left( - \sum_{k} \tilde{\beta}_{k,v} \log \tilde{\beta}_{k,v} \right)^{2} + \left( - \sum_{k} \beta'_{k,v} \log \beta'_{k,v} \right)^{2} \right) \frac{2\sigma_{v}^{2}}{2\sigma_{v}^{2}}
\right)
\exp \left( - \left( - \sum_{k} \tau_{k_{new}m,n} \log \tau_{k_{new}m,n} \right)^{2} + \left( - \sum_{k} \tilde{\tau}_{k_{new}m,n} \log \tilde{\tau}_{k_{new}m,n} \right)^{2} \right) \frac{2\sigma_{v}^{2}}{2\sigma_{v}^{2}}
$$

(4.14)

It can be seen that this expression can be computed in $O(1)$ time by caching $\tau_{k_{new}m,n}$ and $\beta'_{k,v}$ values along with their log-values. Therefore the computational complexity for sampling is the same as collapsed Gibbs sampling — $O(INK)$ (as before, $I$ is the number of iterations, $N$ the number of words in the corpus and $K$ the number of topics). The constant time added while checking for acceptance is however large due to the expensive exponentiation and log functions involved.
Figure 4.3: Metropolis Hastings sampling - Tracking Perplexity (on a 10% held out test set) vs. Iterations

4.3 Empirical Results

Firstly, we empirically verify that the LDA model with the ECD prior converges to a nearly steady perplexity value. A corpus of 1176 Amazon product reviews with a vocabulary size of 2012 is fit with LDA using 10 topics. Figure 4.3 show the perplexity for a held out subset of the corpus for different values of the $\sigma^2_{lw}$ hyperparameter. The plots indicate that the model indeed converges to a steady perplexity value. We see that the optimal value for the hyperparameter at which the perplexity is lowest is 1.0.

Next, we track the average word entropy as the iterations progress in Figure 4.4. As expected, the plots show that a higher variance value permits higher entropy in the latent role distributions for words. We also note that the average word entropy levels off relatively early in the inference process as compared to the perplexity.

Using the ECD prior with the Metropolis Hastings sample scheme described is a computationally expensive operation. Equation 4.14 will need to be computed for every word in every iteration. As explained earlier, the acceptance ratio term in the MH algorithm determines if the newly proposed
Figure 4.4: Metropolis Hastings sampling - Tracking Entropy (on a 10% held out test set) vs. Iterations

Figure 4.5: Metropolis Hastings sampling - Tracking Rejection Rate (in the training set) vs. Iterations
Figure 4.6: Approximated Metropolis Hastings sampling - Tracking Rejection Rate (on train set) vs. Iterations

Figure 4.7: Approximated Metropolis Hastings sampling - Tracking Perplexity (on held out test set) vs. Iterations
sample is accepted or not. If the rate of acceptance is $\sim 1$, we could potentially accept all new proposals without the need to compute the expensive acceptance ratio. In Figure 4.5, we track the rejection rate of the samples proposed during each iteration of the MH algorithm. The experiment is repeated for different hyperparameter values. The plots indicate that after convergence, an average of 1.9% to 6.4% of samples are rejected, depending on the hyperparameter value used. It can be noted here, that if we use the Metropolis Hastings procedure without rejecting any samples, using the proposal distribution described earlier, the procedure reduces to collapsed Gibbs sampling. Since the rejection rate observed in the above experiment is a relatively low fraction, we propose that the collapsed Gibbs sampler proposed for the regularized LDA model i.e., the proposal distribution for the MH algorithm proposed in this chapter, be used as a proxy for the expensive Metropolis Hastings sampler. Essentially, this means that we accept newly proposed samples unconditionally without actually computing the acceptance ratio.

A possible danger of this approach is that the small fraction of unacceptable proposals could
lead to a drift into undesirable areas in state space. To check for this, we use the collapsed Gibbs sampler but also compute the acceptance ratio when a new topic identifier is chosen (The computed acceptance ratio is however not used for any purpose other than for logging). Figure 4.6 shows that the rejection rate is similar to the values in Figure 4.5 which indicates that the approximation introduced by accepting all samples does not empirically lead the model astray. Figures 4.7 also shows the perplexity trace with the collapsed Gibbs sampler, which is similar to Figure 4.3, which further reinforces the claim that universal acceptance of new samples does not hurt empirical performance while providing computational gains.

In general, we recommend that the decision to use the approximation of always accepting the proposed new sample, i.e., resorting to Gibbs sampling, be done by looking at the rejection rate in the Metropolis Hastings process, for the particular dataset in question. Figure 4.8 shows the trace of rejection rates over iterations on other reviews datasets and an entity dataset (described in Section 5.2). It can be seen that the rejection rates in all these datasets are similar to the rates in figure 4.5, which indicates that avoiding the expensive Metropolis-Hastings acceptance probability calculation is potentially possible in other datasets also.

4.4 Related Work

Wang and Blei [2013] present generic methods to use mean field variational inference in situations where models have non-conjugate priors. This approach is a feasible alternative to the MCMC method presented in this chapter. Jain and Neal [2000] proposed a method to overcome problems in using collapsed Gibbs sampling for mixture models which tend to get trapped in local modes when mixture components are similar. The authors propose a Metropolis Hastings alternative that uses a complex proposal distribution to overcome the problems. Steck and Jaakkola [2002] describe the characteristics of using a product of independent Dirichlet priors in a Bayesian regularization setting in applications where the aim is to retrieve structure rather than fit parameters.
4.5 Conclusion

In this chapter, we presented a Bayesian framework which achieves the same effect of controlling the entropy of words’ latent role distributions as the regularizer presented in the previous chapter did. We demonstrate that we can construct a prior distribution for topics and document distributions that mimics the behavior of the regularizer. Since the Bayesian prior prevents us from using collapsed Gibbs sampling, we proposed a Metropolis Hastings inference scheme for a topic model using the newly proposed ECD prior. We also see that the rejection rate during Metropolis Hastings for the datasets used in our experiments was low which allows us to approximate inference by always accepting the proposed samples, thereby providing considerable savings in computational costs.
Chapter 5

Limited Supervision in Topic Models

5.1 Introduction

Topic modeling is typically used in a fully unsupervised setting; as such, it is unequipped to utilize limited supervisory information, e.g., feature labels and document cluster membership. Here, we introduce methods to incorporate progressively stronger forms of weak supervision to influence the formation of topics that respect apriori information that we might have about the latent structure.

First, we use the regularization approach presented earlier to bias mixed-membership models to better exploit known topic-indicative features, i.e., features that are strongly indicative of latent topic. To achieve the bias, we need the inference procedure to be able to restrict the freedom accorded to such features to span multiple latent roles. For instance, while using Link-LDA to model academic publications in biology about the yeast organism, mentions of protein names are strongly indicative of topic, i.e., a single protein is much less likely to occur under different topics than other natural language tokens. Unsupervised topic models do not necessarily optimally utilize this kind of apriori information. The bias term we introduce serves to control the latent role distribution of the features, i.e., the degree of polysemy, and its strength can be adjusted to control the degree of polysemy permitted. The flexibility of the biased models is examined by using it to cluster entities found in HTML pages [Dalvi et al., 2012]. While the approach can be used for a variety of tasks, we focus on the HTML table derived entity clustering task since it requires the use of several kinds of features (obtained from semi-structured data from the tables) and permits us to
demonstrate ways in which intuition and limited supervision about different kinds of features can be incorporated. In this task, potentially useful features of a document (representing features of an entity) include features like the headers of columns (e.g. the entity *apple* might be found under the headers *company* or *fruit*) and web-domains (e.g. *food.com*, *finance.com*, etc.) in which it was found. The biasing technique presented could be used to capture our domain knowledge that features of a certain type are more topic-indicative than other features. When the bias term is set high, the features to which it is applied are deemed to be more strongly indicative of topic and are strongly discouraged from assuming multiple latent roles in the mixed membership model.

Next, stronger forms of supervision, in the form of feature and document labels are injected into the model, to obtain models that range from fully unsupervised topic models to semi-supervised models. This form of light supervision can be in the form of known latent roles for certain subsets of topic-indicative features, or known latent roles for single-membership documents (i.e. non-polysemous entities). The supervision is incorporated into the model by modifying the collapsed Gibbs sampling procedure used for approximate inference.

### 5.2 Entity Clustering

Latent-variable mixed-membership models based on LDA are used for a variety of tasks in NLP. Here, we use a regularized version of Link-LDA [Erosheva et al., 2004] for the task of clustering entities that are extracted from tables in HTML documents crawled from the web [Balasubramanyan et al., 2013]. Dalvi et al. [2012] describe the task in detail.

In this task, the dataset consists of tables of entities extracted from HTML pages. The tables for instance could contain lists of companies, music composers, soccer teams etc. The goal of the task is to cluster entities of the same semantic class together. Therefore, if the dataset includes a table of fruits with apples, grapes and oranges, and another table with oranges, peaches and bananas, the goal of the task is to recover a cluster of fruits which includes apples, grapes, oranges, peaches and bananas.

Surface terms in such HTML tables frequently have multiple senses. For example, consider the term *apple*, which could be found in tables of companies and fruits among others. Therefore,
we need a model that is capable of distinguishing the sense of the term to prevent companies and fruits from being collapsed into one cluster based on the term *apple* frequently co-occurring with both companies and fruits. Mixed-membership models can account for the multiple-sense problem by assigning partial membership in both clusters to the entity. Typically, entity clustering has been based on distributional similarity based approaches or by using text patterns [Hearst, 1992]. In this task however, since we are dealing with entities in HTML tables as opposed to entity mentions in free text, we use a different set of features to assist in the clustering, namely: a) co-occurring entities, b) co-occurring entity pairs, c) the table id-column id pairs under which the entity was observed, d) web domains in which the entity was observed, and e) the hyponyms that are associated with an entity, which are extracted using Hearst patterns from the Clueweb corpus. The task can therefore be seen as distributional clustering with a different set of contextual features than the free text features usually used. For every unique entry found in the collection of tables in
a dataset, we construct a “document” in the LDA sense with the above five kinds of “words”. The document is represented by a set of bags of words, one for each kind of feature used. A document for the entity apple, for example might consists of the following bags - a. co-occurring entities \{orange, apple, microsoft, \ldots\}, b. entity pairs \{orange:apple, google:apple \ldots\} c. column ids \{tab:326::colid::1 \ldots\} d. domains \{business.com, produce.com \ldots\} e. hyponyms \{stocks, juice, tech companies \ldots\}. These different classes of features are modeled using the Link-LDA model [Erosheva et al., 2004]. Figure 5.1 shows the plate diagram of the graphical model. The variables that are under the yellow shaded rectangle provide the bias that is introduced by regularization.

**Evaluation**

The predicted clusters are evaluated using Normalized Mutual Information (NMI) [MacKay, 2002]. This score measures the amount of information about correct cluster labels that is encoded by the predicted topic/cluster distributions. NMI can be used in mixed-membership scenarios since it does not require the true cluster distribution and predicted topic distribution to have membership in one single cluster. Additionally, the number of true clusters and topics do not have to be the same and therefore no mapping from latent topics to known cluster labels is required. To compute NMI between the true cluster label distribution and predicted distributions for the test entity set \( E_{test} \), first we compute \( \Omega \), the predicted distribution of topics given by

\[
\Omega_k = \frac{\sum_{e \in E_{test}} \theta_{e,k}}{|E_{test}|}, \quad k \in \{1, \ldots, K\} \tag{5.1}
\]

Let \( C \) be the distribution over true cluster labels, i.e,

\[
C_k = \frac{\sum_{e \in E_{test}} \mathbb{1}(\text{true-label}(e) = k)}{|E_{test}|}, \quad k \in \{1, \ldots, K\} \tag{5.2}
\]

The NMI score for the predicted distribution of the test set \( E_{test} \) is given by:

\[
I(\Omega; C) \quad \frac{H(\Omega) + H(C)}{2} \tag{5.3}
\]

where \( I \) indicates mutual information.

It should be noted that NMI ranges from 0 to 1. Higher NMI scores indicate better performance since it means that the predicted cluster distributions contain more information about the true cluster labels.
While the model returns mixed-membership assignments for entities, the human labeling scheme used in experiments below provides only one true cluster assignment for an entity. We however present a qualitative analysis of the advantages of mixed-membership modeling in Section 6.5.

Entity clustering experiments were performed using the WebSets datasets ¹ [Dalvi et al., 2012], namely the Asia NELL, Clueweb Sports, CSEAL Useful, Delicious Music, Delicious Sports and Toy Apple datasets. The Asia NELL dataset was collected using the ASIA system [Wang and Cohen, 2009] using hypernyms of NELL [Carlson et al., 2010a] entities as queries. The Clueweb Sports dataset consists of tables extracted from Sports related pages in the Clueweb dataset. The Delicious music and sports datasets consist of tables from subsets of the DAI-Labor [Wetzker et al., 2008] Delicious corpus that were tagged as music and sports respectively. The Toy Apple dataset is a small toy dataset constructed using the SEAL [Carlson et al., 2010b] system to create set-expansion lists using the query “Apple”, which is a typical example of a multi-sense entity (as a fruit and as a company). It is used primarily to illustrate the effects of clustering mixed membership entities. The hyponyms features for all datasets were extracted using Hearst patterns on the Clueweb dataset. Statistics about the datasets are shown in Table 5.1.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>entities</th>
<th>co-occurring entities</th>
<th>entity pairs</th>
<th>column ids</th>
<th>domains</th>
<th>hyponyms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asia NELL</td>
<td>33455</td>
<td>18309</td>
<td>141352</td>
<td>9477</td>
<td>3207</td>
<td>31833</td>
</tr>
<tr>
<td>Clueweb Sports</td>
<td>29113</td>
<td>28891</td>
<td>354614</td>
<td>59117</td>
<td>8088</td>
<td>28618</td>
</tr>
<tr>
<td>CSEAL Useful</td>
<td>34565</td>
<td>24340</td>
<td>217328</td>
<td>7337</td>
<td>2118</td>
<td>28381</td>
</tr>
<tr>
<td>Delicious Music</td>
<td>18074</td>
<td>9748</td>
<td>106401</td>
<td>7564</td>
<td>1633</td>
<td>24934</td>
</tr>
<tr>
<td>Delicious Sports</td>
<td>6786</td>
<td>3183</td>
<td>24147</td>
<td>2050</td>
<td>509</td>
<td>16380</td>
</tr>
<tr>
<td>Toy Apple</td>
<td>2411</td>
<td>423</td>
<td>4737</td>
<td>109</td>
<td>53</td>
<td>2826</td>
</tr>
</tbody>
</table>

Table 5.1: Dataset Statistics

¹http://rtw.ml.cmu.edu/wk/WebSets/wsdm_2012_online/index.html
5.3 Exploiting Topic Indicative Features using Regularization based Biased Models

One of the attractive attributes of topic models is that they require no supervision in terms of data annotation. However, in many situations, we might have some apriori information in the form of intuition about which features are topic-indicative. We use the entropic regularization approach presented in previous chapters to bias topic models to utilize weak knowledge about features. Specifically, we aim to make the model exploit topic indicative features, which are known to be strongly indicative of topic. For instance in the toy apple example, the co-occurring entities features of the ambiguous entity apple are topic indicative. Co-occurring entities such as Google and Microsoft are indicative of the company topic where as co-occurring entities like grape and banana indicate the fruit topic. The bias is introduced into the model via a regularization term that constrains the freedom of specific features to take on multiple latent roles. This results in models where every unique word in the vocabulary is strongly indicative of a latent topic. When the bias is turned up in strength, i.e., as $\sigma^2_{lw}$ tends to 0, the inference procedure effectively partitions the vocabulary into subsets corresponding to the different latent topics.

5.4 Injecting Labeled Features and Documents

In this section, we study how stronger prior knowledge in the form of labeled features and labeled documents can be incorporated into mixed-membership models. Topic tables (e.g. Table 3.2) are a commonly used method to display latent topics that are uncovered using models such as LDA. These tables depict topics using the top words of multinomials recovered after inference. Here, we use labeled features to indicate the topic a feature belongs to, as a way to influence the formation of the topic tables. This is done by giving the model hints about the latent topic tables that we expect to see for the labeled features. Document labels, similarly bring the model closer to semi-supervised learning where a subset of the training data has known labels by providing apriori information about the latent topic assignment during inference.

As a concrete example, let us return to the task of clustering entities drawn from web tables.
We might have domain knowledge that certain entities do not have multiple senses and should be assigned to a single pre-known latent cluster. An example is Google which in the context of our task is known to always be generated by the company topic. In general, we have pre-known latent cluster assignments for a small set of features which are strongly topic-indicative obtained from an expert (usually via human labeling).

While the motivation in using a LDA-derived approach for the entity clustering task lies in its ability to model mixed-membership-ness, in the task of clustering entities, there are many entities that belong to a single cluster. In such a context, it would be useful to allow the inference procedure to use known cluster assignments for a small number of documents to influence the latent cluster formation. For instance, in the entity clustering task using the Toy Apple dataset, we might wish to use domain knowledge to say that “persimmon” belongs exclusively to the “fruit” cluster.

Let $L$ be a set of pairs $\langle w, k_w \rangle$ where $w$ is a feature i.e. $w \in V_t, t \in 1 \ldots T$ and $k_w \in 1, \ldots, K$. Each such pair indicates that the latent topic that generates an instance of $w$ in the corpus is almost certainly $k_w$. Note that we do not have information about the nature of topic $k_w$ before inference. We use the topic ids in $L$ to separate and funnel features of different known clusters to different topics.

Similarly, to formalize the concept of labels for documents, for each labeled documents $d$ in the labeled set $D_l$, let $d$ be a document that is known to belong to cluster $c_d$.

Now, we present the generative process for LDA where a subset of features and documents have labels as described in $L$ and $D_l$:

1. Generate topics: sample $\beta_{t,k} \sim \text{Dir}(\gamma_t)$ for $t \in 1, \ldots, T, k \in 1, \ldots, K$

2. Generate documents: For each document $d \in D$
   (a) Sample $\theta_d \sim \text{Dir}(\alpha)$
   (b) For each type of entity $t \in \{1, \ldots, T\}$
       i. For each instance of an entity $w_{t,i}, i \in \{1, \ldots, N_{d,t}\}$
          A. if document $d$ has a known label $c_d$, set $z_{t,i} = c_d$ with probability $\gamma_d$, else
          B. if $w_{t,i}$ has known label $k_w$, set $z_{t,i} = k_w$ with probability $\gamma_f$, else
          C. Sample a topic $z_{t,i} \sim \text{Multinomial}(\theta_d)$
D. Sample $w_{t,i}$ from $\beta_{t,z_{t,i}}$

Due to the conjugacy between the Dirichlet prior for topic multinomial distributions, using labeled features is mathematically equivalent to using different asymmetric Dirichlet priors for each topic instead of the same symmetric Dirichlet prior, parameterized by $\gamma$ used previously. For instance if $w \in V_t$ has a label $k_w$, then the prior for topic $k_w$ is an asymmetric Dirichlet with parameters $\gamma$ for all words other than $w$ and a larger value $\gamma^*$ for the word $w$. For all the other topics, the asymmetric Dirichlet has a lower value $\gamma'$ for $w$ to enforce our prior belief that $w$ is more likely to be generated by topic $k_w$ than any other topic. $\gamma_f$ is therefore proportional to $\frac{n_{k_w} + \gamma^*}{n_k + (V-1)\gamma' + \gamma^*}$. We set the $\gamma_f$ parameter directly in our approach for better interpretability.

Similar to the case with feature labels, the use of labeled documents is mathematically equivalent to a scenario where labeled documents' topic distributions $\theta$, are drawn from asymmetric Dirichlet priors with higher parameter values for their topic labels instead of the symmetric Dirichlet priors that are usually used. In the implied asymmetric Dirichlet prior used for document $d$, the hyperparameter for topic $c_d$, i.e., $\gamma_d$ has a significantly higher value than the the hyperparameters for the remaining topics.

The collapsed Gibbs sampling process used for inference for LDA needs to be modified to account for the updated generative process. During collapsed Gibbs sampling, when the topic indicator for a word is inferred, the procedure is modified to include a check to see if the word in question is present in $L$. If yes, then instead of sampling a topic indicator for the word, the latent topic indicator is set to $k_w$ with a probability of $\gamma_f$, where $\gamma_f$ is a constant close to 1. Similarly, to account for document labels, for all words in the document, the cluster $c_d$ is assigned with probability $\gamma_d$ ($\approx 1.0$), and the usual collapsed Gibbs sampling procedure is used to determine the latent topic assignment with probability $1 - \gamma_d$.

5.5 Experimental Results

First, we study the effect of biasing the model to better exploit topic-indicative features. As described in Section 5.2, we use regularized Link-LDA to model entities extracted from tables in HTML pages. First we evaluate the model by studying the perplexity of co-occurring entities
which is one of the types of features used to represent a entity. Figure 5.2 shows the co-occurring entities perplexity of the biased Link-LDA model for the different datasets, for different values of the variance parameter $\sigma^2_{lw}$ in the bias term. The reported values are averaged over 10 trials. For each trial, the collapsed Gibbs sampler was run for 100 iterations. The number of topics is set to 50 based on cross-validation. It can be seen that the best perplexity is seen across all datasets when the variance is set to 0.2. We use this variance when using feature regularization, i.e. biasing, for the rest of the experiments. When biasing is used, it is applied to the column id and entity-pair features: a column in a table is unlikely to contain entities from multiple clusters and is therefore strongly indicative of the topic; similarly, while an entity can belong to multiple topics, an entity-pair such as “apple:peach” is strongly indicative of a single topic.

Table 5.2 shows the difference in performance between the biased and baseline unbiased models as measured by NMI between predicted cluster distributions and known true cluster labels of labeled documents. For all the datasets, the biased models show a noticeable improvement over the unbiased variant. Figure 5.3 shows the sensitivity of NMI to the hyperparameter value. We see
Figure 5.3: Studying NMI with feature regularization (on heldout labeled test set)

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Regularization</th>
<th>Change</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asia NELL</td>
<td>No 0.586</td>
<td>Yes 0.637*</td>
</tr>
<tr>
<td>Clueweb Sports</td>
<td>No 0.567</td>
<td>Yes 0.624*</td>
</tr>
<tr>
<td>CSEAL Useful</td>
<td>No 0.533</td>
<td>Yes 0.588</td>
</tr>
<tr>
<td>Delicious Music</td>
<td>No 0.548</td>
<td>Yes 0.621*</td>
</tr>
<tr>
<td>Delicious Sports</td>
<td>No 0.609</td>
<td>Yes 0.615*</td>
</tr>
<tr>
<td>Toy Apple</td>
<td>No 0.771</td>
<td>Yes 0.781*</td>
</tr>
</tbody>
</table>

(* - statistically significant at the 0.05 level)

Table 5.2: Feature regularization: Effect on NMI (computed using 10-fold cross-validation)
from the plot that the NMI values are correlated with the perplexity values seen in figure 5.2.

Next, we study the effects of feature and document labeling in Figures 5.4 and 5.5. Feature and document labels are provided to the model for a subset of co-occurring entity features and entities. Labels for entities were obtained using Amazon’s Mechanical Turk and were used to label entity documents and also co-occurring entity features. Although entities in general may have
multiple senses, we only obtained labels for entities that have a single dominant sense. Table 5.3 shows the number of labeled features and documents for each dataset. In these figures, models
<table>
<thead>
<tr>
<th>Dataset</th>
<th>Co-occurring entities vocabulary size</th>
<th>#Labeled features</th>
<th>#Labeled documents</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asia NELL</td>
<td>18309</td>
<td>571</td>
<td>411</td>
</tr>
<tr>
<td>Clueweb Sports</td>
<td>28891</td>
<td>355</td>
<td>302</td>
</tr>
<tr>
<td>CSEAL Useful</td>
<td>24240</td>
<td>371</td>
<td>600</td>
</tr>
<tr>
<td>Delicious-Music</td>
<td>9748</td>
<td>175</td>
<td>254</td>
</tr>
<tr>
<td>Delicious-Sports</td>
<td>3183</td>
<td>249</td>
<td>206</td>
</tr>
<tr>
<td>Toy Apple</td>
<td>423</td>
<td>169</td>
<td>177</td>
</tr>
</tbody>
</table>

Table 5.3: Feature and Document Label statistics

are trained with increasing amount of supervision in the form of feature and document labels and the NMI between the true cluster labels of labeled documents and their inferred topic distributions for different model variants are plotted. It can be seen that as expected, increasing the amount of labeled data provided to the model results in higher NMI values for all model variants.

The entropy of $\theta$ can be subject to the same kind of regularization as the word topic distribution used in feature regularization, enabling us to restrict the degree to which entities are allowed to exhibit mixed-membership. In figure 5.5, it can be seen that adding such document regularization (+ DR), shows better performance than the regular Link-LDA model. It should be noted that we can add both feature and document regularization to the model simultaneously. When adding feature biasing (+ FR) and all available feature labels (+ FL), along with different degrees of document labels, we see a progressively higher NMI across all datasets especially as the number of labeled documents provided is higher. The red dashed line in the plot representing the performance of the MoM model, shows the performance of a single cluster membership model as we move from a fully unsupervised model to a semi-supervised model on the right. It can also be noted here that the green long dashed line representing Link-LDA is equivalent to using the Labeled-LDA model when document labels are added. Labeled-LDA [Ramage et al., 2009] works by constraining a document’s topic distributions to only have mass on pre-specified topics for each topic. By using document labels, we achieve a similar effect, with the additional restriction that only one label is provided for a document.
In figure 5.4, the red dashed line shows the performance of a mixture of multinomials (MoM) model which allows each entity to belong to exactly one cluster. It can be seen that disallowing mixed-membership results in lower performance as compared to even the plain vanilla LDA model. The plot also indicates that the adding feature regularization (Link-LDA+FR) i.e. biased features consistently shows higher NMI values than the unbiased Link-LDA model and that adding all available document labels (Link-LDA+FR+DL) in addition to the different amounts of feature labels to the biased Link-LDA model yields the best NMI.

The above experiments show that introducing labeled documents and features consistently improves performance. While document labels have more impact, the labeling scheme used restricts us to only provide labels for entities with a single sense. We also see that for a fixed number of feature or document labels, adding feature regularization (i.e. biasing) and document regularization consistently improves the NMI scores.

Table 5.4, shows illustrative examples of the advantage of the mixed-membership approach. For the ambiguous entities shown, the top two topics to which they are deemed to belong are shown using the top entries from the entity-pair multinomials. The results are from a biased Link-LDA model with no labeled features or documents. The topic titles in bold were added after inference by looking at the top entries for the topic. The value in parentheses show the degree of membership that the entity has for the topic. It can be seen that the mixed-membership latent variable model approach is able to detect the multiple senses of ambiguous entities. The first entity in the table franklin is ambiguous because it has multiple senses — as a common first or last name and as a name of a city in the state of Nebraska in the US, among others. The second example apple as discussed earlier could either refer to the fruit or the company. The top two topics returned for this entity denotes exactly these two concepts. The third example giants is from the sports domain and could refer to either the New York Giants who play in the National Football League (American Football) or the San Francisco Giants who play in Major League Baseball (MLB). The top two topics indicate these two concepts.

We note here that we cannot quantitatively compare the entity clustering results from these experiments to the results from prior work in HTML table based entity clustering by the WebSets.

While EM can be used for inference in the MoM model, we use collapsed Gibbs sampling for these experiments.
System [Dalvi et al., 2012], because the approach in that work clusters triplets of entities extracted from tables rather than individual entities. However, one qualitative difference is that the biasing
The technique presented here is a general one and can be applied to any task that mixed-membership models are used for, whereas the WebSets approach specifically addresses the entity clustering task. For rough comparison, however, the NMI value of clustering entity-triples from the Delicious-Sports dataset is reported at 0.64 using the WebSets approach whereas Table 5.2 indicates that the regularized model returns a NMI of 0.615 for the same dataset.

5.6 Related Work

Incorporating document labels into classifiers to obtain semi-supervised models is a well established technique in machine learning [Nigam et al., 2000]. In the context of topic models, Labeled-LDA [Ramage et al., 2009] uses tags attached to documents to limit the membership of the documents to specified topics. The labeled document injection technique discussed in this chapter is closely related to Labeled-LDA. Rubin et al. [2012] present a set of models, one of which - Flat-LDA is similar to Labeled-LDA and the document label concept presented in this paper. Flat-LDA requires all documents to have labels which our framework does not require, but permits documents to have multiple labels. Wang et al. [2007] presented Semi-Latent Dirichlet Allocation, where the latent topic indicators for words are known a-priori. This approach is similar to the feature labeling framework described in this chapter. Their approach also permits a word to assume different known latent roles in different instances. A more detailed exposition of this approach was presented by the authors in a later paper [Wang and Mori, 2009]. Andrzejewski and Zhu [2009] describe a setting for incorporating labels for features where labels are assigned to words on a per-instance basis rather than for all instances as in our approach. An extension of this work where topics are drawn from Dirichlet forests was presented in Andrzejewski et al. [2009]. Mao et al. [2012] present a method to incorporate hierarchical labels of documents in a hierarchical LDA setting. A similar method to model documents organized into taxonomies was presented in Bakalov et al. [2012]. Both these approaches are closely related to the document labeling framework described in this chapter.

Steyvers et al. [2011] present an approach where topics are “pre-constructed” based on concepts obtained from Cambridge Advance Learner’s Dictionary (CALD). This approach is similar to the labeled features idea presented in this chapter. A concept topic as defined by this approach can be
seen as a set of labeled words with the same topic indicator. Supervised LDA [Blei and McAuliffe, 2008] is a related model where supervision in the form of categorical or real-valued attributes of documents is provided. These attributes are derived from the topic distributions using regression models, which differs from the approach in this paper where the document labels directly indicate topic membership. Zhu et al. [2012] presented MedLDA that like Supervised LDA, predicts attributes for documents, but uses a max-margin approach for the prediction. Mimno and McCallum [2008] proposed a model where the Dirichlet prior for document topic proportion distribution is replaced with a log-linear prior that permits the distribution to be directly influenced by metadata. This work can be interpreted as a method to use metadata to tailor the latent structure formation. Settles [2011] presented the DUALIST system which used labeled features for multinomial Naive Bayes classifiers. This approach is similar to the one employed in our experiments especially when feature labeling is added to the mixture of multinomials model. A similar approach was also used by Attenberg et al. [Attenberg et al., 2010] in the context of active learning. While labeled features have been used in supervised classifiers, they have not been used in latent variable models as far as we know.

Entity clustering from semi-structured data has been addressed previously [Dalvi et al., 2012, Pasca and Van Durme, 2008, Talukdar et al., 2008]. These approaches however do not address the issue of mixed-membership.

**Summary**

The approach presented in this chapter to introduce limited supervision into mixed-membership models complements the regularization approach presented in the previous chapter. Figure 5.6 shows the landscape of mixed-membership models in three axes *vis a vis* supervised vs. unsupervised models, multi-attribute vs. single attribute models and mixed-membership vs. single-membership models. The document topic proportion regularization approach introduced in chapter 3.3 provides the freedom to traverse the y-axis from a mixture of multinomials model to LDA. The ability to use documents labels for a subset of the corpus as presented in this chapter allows traversal along the x-axis to get models ranging from LDA to Labeled LDA [Ramage et al., 2009]. The approaches
5.7 Conclusion

We presented a technique to bias latent variable mixed-membership models to exploit topic-indicative features and used the biased model for the task of clustering semi-structured data in the form of entities extracted from HTML tables. Our experiments show that the biased models outperform the baseline models in the cluster recovery task as measured by NMI. We then
presented a method to allow for stronger supervision in the form of feature and document labels to move further along the spectrum toward semi-supervised learning from totally unsupervised learning. Results indicate that the stronger forms of supervision result in better cluster recovery. To summarize, we presented a framework in which mixed-membership models can be successfully used in a semi-supervised fashion to incorporate inexpensive weak prior domain knowledge. The techniques presented in this chapter were published earlier in Balasubramanyan et al. [2013].
Chapter 6

Entropic Regularization in Network Models

6.1 Introduction

Modeling relations between pairs of objects, often by representing them as graphs with nodes corresponding to objects, is a frequently encountered setting in machine learning and statistics. Common examples of such graphs are web graphs, where the relations indicate hyperlinks between webpages; and social networks, with nodes representing people and edges representing a social link between pairs of people. Models of relational data serve as a foundation for tasks like clustering (i.e., grouping nodes by similarities in interaction patterns), de-noising network representations, and visualizing large complex networks.

The task of studying network structure has been a fertile area of research. Here, we mainly focus on stochastic models [Goldenberg et al., 2010, Holland et al., 1983, Snijders and Nowicki, 1997], i.e., generative models that produce random graphs. Stochastic models are a type of network model which posit that nodes play a single latent role and the probability of an edge depends only on the latent roles of the nodes. While this approach is simple and elegant, nodes in complex graphs often exhibit multiple latent roles. For instance, in a social network, a person might assume a personal role while creating a link with a relative or a family member and don a more professional role while doing the same with a colleague. Airoldi et al. [2008] introduced the Mixed Membership
Stochastic Block model (MMSB) which models this phenomenon. This idea of mixed membership shares the same motivation as language models such as Latent Dirichlet Allocation (LDA) [Blei et al., 2003], where a word is free to take on different latent roles when it appears multiple times in the corpus. An alternate network model (henceforth the PSK model) presented by Parkkinen et al. [2009] models sparse networks more efficiently.

Here, we use the regularization approach used for language models (described in Chapter 3) to regularize mixed membership network models, demonstrated using the PSK model, which has been shown to outperform MMSB [Balasubramanyan and Cohen, 2011, Parkkinen et al., 2009] (evaluated using cluster recovery) on sparse networks, to obtain slightly mixed membership stochastic blockmodels. As with LDA, we extend the model to include a noisy copy of an aggregate function over latent variables (e.g., the entropy of latent role distributions).

We consider two applications of pseudo-observations based regularization. First, we constrain the latent role membership distributions of nodes by penalizing high entropy. By varying the noise model associated with the copy process for the aggregate variables, one can obtain any desired degree of mixed membership, ranging from a fully mixed membership block model (such as the PSK or the MMSB models) to a classical non-mixed network model.

The second application of pseudo-observed variables is motivated by spectral clustering [Luxburg, 2007, Shi and Malik, 2000], a widely used class of techniques for clustering nodes in a graph, and in particular by the Normalized Cut technique. This method strives to produce clusters that are balanced in terms of the cluster volumes. (Here volume is the sum of degrees of nodes belonging to the cluster). In this spirit, we propose a second regularization term for mixed membership stochastic models that imposes a preference on balanced volumes.

Results of experiments show that adding either of these penalty terms, or their combination, is beneficial, as measured by the average accuracy in recovering cluster labels in networks with known cluster labels for nodes.

### 6.2 Sparse Network Model

Airoldi et al. [2008] introduced mixed membership stochastic blockmodels (MMSB) that permit
nodes in a network to perform different latent roles in different interactions. The generative process in the MMSB model for a network with \( V \) nodes is as follows:

- For each node \( v \in V \), draw a \( K \) dimensional membership vector \( \pi_v \sim \text{Dirichlet}(\alpha) \).
- For every pair \( v_i, v_j \), where \( v_i, v_j \in V \):
  - Draw a membership indicator for the initiator \( z_{i\rightarrow j} \sim \text{Multinomial}(\pi_{v_i}) \)
  - Draw a membership indicator for the receiver \( z_{j\rightarrow i} \sim \text{Multinomial}(\pi_{v_j}) \)
  - Sample the value of their interaction \( Y(v_i, v_j) \sim \text{Bernoulli}(z'_{i\rightarrow j}Bz_{i\leftarrow j}) \).

\( B \) is the matrix of Bernoulli rates where \( B_{i,j}, i, j \in 1, \ldots, K \), indicates the likelihood of a link between nodes assuming latent roles \( i \) and \( j \).

The sparse network model (the PSK model) introduced by Parkkinen et al. [2009] is an alternate block model that also allows nodes to take on different latent roles in different interactions like the MMSB model. As in LDA, clusters in this model are treated as multinomial distributions over nodes. Recent literature [Balasubramanyan and Cohen, 2011, Parkkinen et al., 2009] suggests that this model is more suitable when modeling sparse networks.

Figure 6.1 shows the plate diagram for the regularized version of the PSK model that generates a graph representing links between nodes with an underlying block structure. The top part of the figure above the dotted line shows variables related to the regularization. Clusters in this model are
represented as distributions over nodes. Nodes participating in an edge are generated from cluster
specific node distributions conditioned on the cluster pairs sampled for the edge. Cluster pairs for
edges (links) are drawn from a multinomial defined over pairs of cluster labels. Each node in the
set of nodes \( V \) in the graph therefore has mixed memberships in clusters. The generative process
to obtain links in a graph with \( K \) clusters is as follows.

1. Generate cluster distributions:

   For each cluster \( k \in 1, \ldots, K \), sample \( \beta_k \sim \text{Dirichlet}(\gamma) \), the cluster specific multinomial
distribution over nodes.

2. Generate edges between nodes:

   (a) Sample \( \pi_L \sim \text{Dirichlet}(\alpha_L) \) where \( \pi_L \) denotes the multinomial distribution over cluster pair
   labels \( \langle k_i, k_j \rangle \), \( k_i, k_j \in \{1, \ldots, K\} \).

   (b) For every link \( v_{i1} \rightarrow v_{i2}, i \in \{1 \cdots N_L\} \), where \( v_{i1}, v_{i2} \in V \):

      (i) Sample a cluster pair \( \langle z_{i1}, z_{i2} \rangle \sim \text{Multinomial}(\pi_L) \)

      (ii) Sample \( v_{i1} \sim \text{Multinomial}(\beta_{z_{i1}}) \)

      (iii) Sample \( v_{i2} \sim \text{Multinomial}(\beta_{z_{i2}}) \)

In contrast to MMSB, this model only generates realized links that are observed, allowing for
better fits for sparse graphs.

Given the hyperparameters \( \alpha_L \) and \( \gamma \), the joint distribution over the links, the cluster pair
distribution, the cluster node distributions and cluster assignments for edges is given by

\[
\mathcal{L} = p(\pi_L, \beta, \langle z_1, z_2 \rangle, \langle v_1, v_2 \rangle | \alpha_L, \gamma) \\
\propto \prod_{z=1}^{K} \text{Dir}(\beta_z | \gamma) \ \text{Dir}(\pi_L | \alpha_L) \prod_{i=1}^{N_L} \pi_L^{(z_{i1}, z_{i2})} \beta_{z_{i1}}^{v_{i1}} \beta_{z_{i2}}^{v_{i2}} \tag{6.1}
\]

Since exact inference in the PSK model is intractable, we use a collapsed Gibbs sampler to
perform approximate inference. A cluster pair for every link conditional on cluster pair assignments
to all other links after collapsing \( \pi_L \) and \( \beta \), is sampled using the expression:
\[ p(z_i = \langle k_1, k_2 \rangle | v_{i1}, v_{i2}, \langle z_1, z_2 \rangle^{-i}, \langle v_1, v_2 \rangle^{-i}, \alpha_L, \gamma) = \frac{p(z_i = \langle k_1, k_2 \rangle, \langle z_1, z_2 \rangle^{-i}, \langle v_1, v_2 \rangle | \alpha_L, \gamma)}{p(\langle z_1, z_2 \rangle^{-i}, \langle v_1, v_2 \rangle | \alpha_L, \gamma)} \]

\[ \propto (n^{L^{-i}}_{(k_1,k_2)} + \alpha_L) \frac{(n_{k_1v_{i1}}^{-i} + \gamma)(n_{k_2v_{i2}}^{-i} + \gamma)}{\left(\sum_v n_{k_1v}^{-i} + |V|\gamma\right) \left(\sum_v n_{k_2v}^{-i} + |V|\gamma\right)} \] (6.2)

The \( n \)'s are counts of observations in the training set, where \( n_{kv} \) is the number of times a node \( v \) is observed under cluster \( k \) and \( n^{L}_{(k_1,k_2)} \) is the number of edges assigned to cluster pair \( \langle k_1, k_2 \rangle \). As before, counts with superscript \( -i \) indicate that edge \( i \) is removed from the counts.

The cluster multinomial parameters and the cluster pair distributions of links are recovered using their point estimates after inference using the counts of observations:

\[ \beta_k^v = \frac{n_{kv} + \gamma}{\sum_{v'} n_{k'v'} + |V|\gamma}, \quad \pi_{L}^{(k_1,k_2)} = \frac{n^{L}_{(k_1,k_2)} + \alpha_L}{\sum_{k_1',k_2'} n^{L}_{(k_1',k_2')} + K^2\alpha_L} \] (6.3)

A de-noised form of the entity-entity link matrix can also be recovered from the estimated parameters of the model. Let \( B \) be a matrix of dimensions \( K \times |V| \) where row \( k = \beta_k, k \in \{1, \cdots, K\} \). Let \( Z \) be a matrix of dimensions \( K \times K \) s.t \( Z_{p,q} = \pi_{L}^{(p,q)} \). The de-noised matrix \( M \) of the strength of association between the nodes in \( V \) is given by \( M = B^T Z B \).

### 6.3 Role Entropy Regularization

Each node \( v \in V \) in the PSK model has a set of associated latent roles (\( z \)'s) it plays when participating in edges. For every node \( v \), we define a distribution \( z_v \) of dimension \( K \) where

\[ \tau^k_v = \sum_{v_{i1} \rightarrow v_{i2}} \frac{I(v_{i1} = v)I(z_{i1} = k) + I(v_{i2} = v)I(z_{i2} = k)}{I(v_{i1} = v) + I(v_{i2} = v)} \] (6.4)

where \( I(\cdot) \) takes the value 0 or 1 depending on the condition being true. The expression effectively computes \( p(z = k|v) \), the latent role distribution of the node \( v \). Figure 7.1 shows blue dashed edges from the latent role and edge-node variables to variables that represents the entropy of \( \tau_v \). Note that there is no distinction made between the occurrences of the node as a source or destination node, i.e., directionality of the edges is ignored while determining the latent role distribution.
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As in the case of regularization in LDA-like models in earlier chapters, it should be noted that $\tau_v$, the latent role distribution of a node, is not explicitly sampled during the generative process and is an aggregate function of the $z$ and $v$ variables that are generated. Since the different $z$ and $v$ values are independent draws conditioned on $\pi_L$ and $\beta$, any preference on a function that aggregates over different $z$ and $v$ values cannot be imposed by simply adjusting the parameters of the Dirichlet prior $\alpha_L$.

We now introduce the role entropy regularization term by adding pseudo-observed variables, $l_v$, one for each node in $V$, which are noisy copies of $H(\tau_v)$, to the generative process as seen in Fig. 7.1. $H(\tau_v)$ is defined as $-\sum_k \tau_k^v \log_2 \tau_k^v$ and represents the Shannon entropy of $\tau_v$. These pseudo-observed variables are drawn from Gaussians (truncated to limit mass between 0 and $\log_2 K$) with mean $H(\tau_v)$ and variance $\sigma_{l_v}^2$ which is a hyperparameter to the model. The addition of the terms penalizes large entropies in the latent role distributions while retaining the generative nature of the model. The $\sigma_{l_v}^2$ parameter dictates the strictness of the penalty. The imposition of the penalty therefore allows us to overcome the independence assumption between the different $z$ draws for a given node $v$.

The regularization term is defined as

$$\prod_v l_v, \quad v \in V, l_v \sim \mathcal{N}(H(\tau_v), \sigma_{l_v}^2).$$

Therefore,

$$p \left( \prod_v l_v | \langle z_1, z_2 \rangle, \langle v_1, v_2 \rangle, \sigma_{l_v}^2 \right) = \prod_v p(l_v | \langle z_1, z_2 \rangle, \langle v_1, v_2 \rangle, \sigma_{l_v}^2)$$

$$\propto \prod_v \exp \left( -\frac{(l_v - H(\tau_v))^2}{2\sigma_{l_v}^2} \right)$$

(6.5)

(6.6)

Similar to the case of word entropy regularization (section 3.2), since $l_v$ is observed, i.e., its value is known during inference, the inference procedure tends to push the mean of the Gaussians i.e. $H(\tau_v)$ close to the $l_v$ values. We therefore set (pseudo-observe) $l_v$ to 0 (or any desired small value) to coax the inference procedure to return low entropy latent role distributions for nodes. The variance parameter $\sigma_{l_v}^2$ can be used to adjust the tightness of the Gaussian to permit more or less entropy in the label distributions. In the limit, as $\sigma_{l_v}^2$ tends to 0, the model reduces to the stochastic block model since the regularization will require the entropies to be close to 0 implying that the distribution over latent roles has all its mass on one cluster. Similarly, as the variance
tends to \( \infty \), the model reduces to a fully unconstrained mixed membership model. \(^1\)

The joint distribution of the model with regularization is given by

\[
\mathcal{L}^m = p(\pi_L, \beta, l_v, \langle z_1, z_2 \rangle, \langle v_1, v_2 \rangle | \alpha_L, \gamma, \sigma_i^2) = \mathcal{L} \times \prod_v p(l_v | \langle z_1, z_2 \rangle, \langle v_1, v_2 \rangle, \sigma_i^2) \quad (6.7)
\]

Now, we derive the collapsed Gibbs sampling equation for the PSK model with role entropy.

\[
p(z_i = \langle k_1, k_2 \rangle | l_v, \langle z_1, z_2 \rangle^{-i}, \langle v_1, v_2 \rangle | \alpha_L, \gamma, \sigma_i^2) = \frac{p(z_i = \langle k_1, k_2 \rangle, \langle z_1, z_2 \rangle^{-i}, \langle v_1, v_2 \rangle | \alpha_L, \gamma)}{p(\langle z_1, z_2 \rangle^{-i}, \langle v_1, v_2 \rangle | \alpha_L, \gamma)} \times \frac{p(l_v | \langle z_1, z_2 \rangle^{-i}, z_i = \langle k_1, k_2 \rangle, \langle v_1, v_2 \rangle, \sigma_i^2)}{\sum_{k_1'} \sum_{k_2'} p(l_v | \langle z_1, z_2 \rangle^{-i}, z_i = \langle k_1', k_2' \rangle, \langle v_1, v_2 \rangle, \sigma_i^2)}
\]

(6.8)

The first term in the product is the same as the unregularized model and we can replace the term with the expression from Equation 6.2. In the second term of the product, the denominator is not dependent on \( \langle k_1, k_2 \rangle \) and can therefore be discarded as it only serves as a normalizing constant.

\[
p(l_v | \langle z_1, z_2 \rangle^{-i}, \langle v_1, v_2 \rangle, \sigma_i^2) = \prod_v p(l_v | \langle z_1, z_2 \rangle, \langle v_1, v_2 \rangle, \sigma_i^2)
\]

Terms in the product that do not pertain to \( v_{i1}, v_{i2}, z_{i1} \) and \( z_{i2} \) can be discarded since they are constants over all cluster pair label assignments. Therefore the second term in Equation 6.8 is only dependent on \( z_{v_{i1}} \) and \( z_{v_{i2}} \). The conditional distribution for collapsed Gibbs sampling equation can therefore be expressed as

\[
p(z_i = \langle k_1, k_2 \rangle | l_v, \langle z_1, z_2 \rangle^{-i}, \langle v_1, v_2 \rangle, \alpha_L, \gamma, \sigma_i^2) \propto \left( n_{\langle k_1, k_2 \rangle}^{-i} + \alpha_L \right) \left( n_{k_{v_{i1}}}^{-i} + \gamma \right) \left( n_{k_{v_{i2}}}^{-i} + \gamma \right) \frac{\left( \sum_v n_{k_{v_{i1}}}^{-i} + |V| \gamma \right) \left( \sum_v n_{k_{v_{i2}}}^{-i} + |V| \gamma \right)}{\left( \sum_v n_{k_{v_{i1}}}^{-i} + |V| \gamma \right) \left( \sum_v n_{k_{v_{i2}}}^{-i} + |V| \gamma \right)} \exp\left( -\frac{(l_{v_{i1}} - H(\tau_{v_{i1}}))^2}{2\sigma_{l_v}^2} \right) \exp\left( -\frac{(l_{v_{i2}} - H(\tau_{v_{i2}}))^2}{2\sigma_{l_v}^2} \right)
\]

(6.9)

\(^1\)The pseudo-observed variables \( l_v \) can be modeled using a variety of distributions parameterized on \( H(\tau_v) \). As in the case of LDA regularization, we use Gaussian distributions because of its property of controllable peakiness (by adjusting the variance) around a desired mean and due to its minimal impact on sampling complexity.
where \( z_{v_1} \) and \( z_{v_2} \) use the assignment of \( z_{i1} = k_1 \) and \( z_{i2} = k_2 \).

It can be seen from the expression that adding the role entropy regularization is computationally inexpensive since the extra terms introduced in the collapsed Gibbs sampling expression only require the entropies of the current edge's source and destination nodes' latent role distributions to be computed and does not require any computation over nodes and edges that do not participate in the edge being considered. An alternate way to achieve the same effect is to use a prior similar to ECD (Section 4.2) instead of regularization. As in the case of topic models, using such a prior, which is non-conjugate, complicates the inference procedure.

### 6.4 Cluster Volume Regularization

Cluster balance is an important aspect in clustering. Spectral clustering methods, which are relaxed versions of Ratio Cut and Normalized Cut \([\text{Shi and Malik, 2000}]\), use different ways to define notions of cluster balance. In the case of Normalized Cut, the clusters are coaxed to have balanced volumes (which is defined as the sum of the degrees of the nodes in the cluster). To impose a similar preference in the PSK model, we propose a regularization scheme that prefers a higher entropy in the volume distribution \( B \), which is defined as:

\[
B_k, k \in 1, \ldots K = \frac{\sum_{i=1}^{N_L} \left( I(z_{i1} = k) + I(z_{i2} = k) \right)}{2 * N_L}
\]  

(6.10)

The regularization term \( l_b \) (seen in Figure 7.1) is drawn from the Gaussian \( \mathcal{N}(H(B), \sigma^2_{l_b})^{-1} \). It should be noted that the regularization term is the multiplicative inverse of the density.

Since the Gaussian term in the sampling equation below (Equation 6.11) is raised to the power \(-1\), setting \( l_b \) to 0 will cause the sampling procedure to diminish the probability \( p(l_b | H(B), \sigma^2_{l_b}) \) by returning a mean for the Gaussian i.e. \( H(B) \) that is far from 0, which means that \( H(B) \) will tend to be high, implying that \( B \) will tend to be more balanced. The variance \( \sigma^2_{l_b} \), like \( \sigma^2_{l_v} \) in the case of role entropy regularization, controls the strictness of this preference. This value can be set to a lower value in cases where the network is believed to have more balanced clusters and can be set higher when bigger variations in the volumes of clusters is expected.

The joint distribution after adding volume and role entropy regularization terms to the PSK
Table 6.1: Dataset statistics.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Nodes</th>
<th>Edges</th>
<th>Clusters</th>
<th>#Labels per-node</th>
</tr>
</thead>
<tbody>
<tr>
<td>agblog</td>
<td>1222</td>
<td>33428</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>cora</td>
<td>2485</td>
<td>10138</td>
<td>7</td>
<td>1</td>
</tr>
<tr>
<td>citeseer</td>
<td>2114</td>
<td>7396</td>
<td>6</td>
<td>1</td>
</tr>
<tr>
<td>dolphin</td>
<td>62</td>
<td>318</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>football</td>
<td>115</td>
<td>1226</td>
<td>10</td>
<td>1</td>
</tr>
<tr>
<td>karate</td>
<td>34</td>
<td>156</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>polbooks</td>
<td>105</td>
<td>882</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>senate</td>
<td>98</td>
<td>9506</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>yeast</td>
<td>844</td>
<td>14780</td>
<td>15</td>
<td>2.5</td>
</tr>
<tr>
<td>blogcatalog</td>
<td>10,312</td>
<td>333,983</td>
<td>39</td>
<td>1.4</td>
</tr>
<tr>
<td>youtube</td>
<td>1,138,499</td>
<td>2,990,443</td>
<td>47</td>
<td>1.6</td>
</tr>
</tbody>
</table>

The model is defined as $L_{bm} = p(\pi_L, \beta, l_b, l_v, \langle z_1, z_2 \rangle, \langle e_1, e_2 \rangle | \alpha_L, \gamma, \sigma_{l_v}^2, \sigma_{l_b}^2)$ and is expressed as $L_{bm} = L^m \times p(l_b | \langle z_1, z_2 \rangle, \sigma_{l_b}^2)$.

Similar to Equation 6.9, the collapsed Gibbs sampling equation for the latent cluster pair of an edge, with $B$ using the assignment $z_{i1} = k_1$ and $z_{i2} = k_2$ is now defined as

$$
p(z_i = \langle k_1, k_2 \rangle | l_b, l_v, \langle z_1, z_2 \rangle, \langle v_1, v_2 \rangle, \alpha_L, \gamma, \sigma_{l_v}^2) \propto \left( n_{\langle k_1, k_2 \rangle} + \alpha_L \right) \left( \frac{n_{k_1v_1} + \gamma}{n_{k_1v_1} + |V|\gamma} \right) \left( \frac{n_{k_2v_2} + \gamma}{n_{k_2v_2} + |V|\gamma} \right)
\times \exp \frac{-l_{v_1} - H(\tau_{v_1})}{2\sigma_{l_v}^2} \exp \frac{-l_{v_2} - H(\tau_{v_2})}{2\sigma_{l_v}^2}
\times \exp \frac{-(l_b - H(B))^2}{2\sigma_{l_b}^2}
\times \left( \exp \frac{-(l_b - H(B))^2}{2\sigma_{l_b}^2} \right)^{-1}
$$

(6.11)
6.5 Experimental Results

6.5.1 Datasets

We investigate the effects of regularization on a collection of datasets consisting of social networks, citation networks, yeast protein-protein interaction networks and other similar networks that have been studied in the sociology literature.

The first set of graphs [Balasubramanyan et al., 2010] are relatively small and have one known true cluster label for every node, which is used solely for evaluating the accuracy of node clustering. Statistics about the datasets are shown in the first 8 rows of Table 6.1.

The PolBooks dataset is a co-purchase network of 105 political books. Each book is labeled "liberal", "conservative", or "neutral", mostly in the first two categories. The Karate dataset describes the social network of friendships between 34 members of a karate club at a US university in the 1970. The Dolphin dataset is a social network of frequent associations between 62 dolphins in a community living off Doubtful Sound, New Zealand. The Football dataset represents instances of American football games between Division IA colleges during the regular season in Fall 2000.

The AGBlog [Adamic and Glance, 2005] dataset is from the domain of political blogs. The last two datasets, Citeseer and Cora [Lu and Getoor, 2003] link scientific publications. All of these datasets contain explicit links between nodes in the form of hyperlinks or citations. In constructing the graph from these datasets, we take the simplest approach possible; in each case the graph contains only undirected, unweighted edges. The Cora dataset contains papers from 7 categories and the CiteSeer dataset contains papers from 6 categories. The class names and class label distributions for these two datasets and the details of their construction is described in Lu and Getoor [2003]. Again, we extract the largest connected component from these datasets and end up with 2485 papers for the Cora dataset and 2114 papers for the CiteSeer dataset. An edge exist in the graph between node a and node b if paper a cites paper b or vice-versa.

Next, we study the Munich Institute for Protein Sequencing (MIPS) database which contains a

\[\text{http://networkdata.ics.uci.edu/}\]
collection of protein interactions covering protein complex associations in yeast. We use a subset of this collection containing 844 proteins, for which all interactions were hand-curated. The proteins in the dataset are also annotated with functional categories based on the functions that they play. There are 15 top-level functional categories which are treated as known cluster labels. On average, a protein is annotated with 2.5 functional categories.

In addition to the smaller networks described above, we also run experiments on two larger benchmark networks, namely the BlogCatalog and YouTube datasets [Zafarani and Liu, 2009]. These larger networks also have known mixed-membership labels for nodes. On average across all nodes, nodes in the BlogCatalog dataset have 1.4 labels per node and nodes in the YouTube dataset have 1.6 labels per node. More statistics about these networks are in Table 6.1.

**Experimental Setup**

We evaluate the regularized and unregularized versions of the PSK model using the following metrics. The first metric used is average node entropy defined as $\sum_v H(\tau_v)/|V|$. This metric shows the extent to which each node participates in multiple latent roles. The second metric used to evaluate the model is link perplexity which is a function of the likelihood of the edges in the dataset and is defined as

$$2^{-\frac{\sum_{v_1 \rightarrow v_2} \log p(v_1 \rightarrow v_2)}{NL}}$$

A lower perplexity value indicates a higher likelihood of data and a better fit.

For datasets with only one node per label, we can evaluate the model by checking its accuracy in predicting node labels. Nodes in the PSK model are associated with a distribution over clusters which can be obtained by normalizing $\beta_v^z$. Predicted class labels can be assigned to nodes using the 1-NN algorithm using the Jensen-Shannon distance between these cluster distributions as the metric to measure the distance between two nodes. We also evaluate the cluster labelling performance using NMI (Section 5.2).

Performance in the larger networks which have multiple labels per node is measured using micro and macro averaged F-1 measures of retrieving the known cluster labels. The prediction of multiple labels for a node is done in two stages. In the first stage, the Hungarian algorithm [Kuhn, 1955] is used to align true cluster labels to clusters in the model. Next, labels corresponding to elements
from posterior role distributions of nodes that are above a threshold are treated as predicted labels.

For every dataset, we run experiments with 1) the baseline PSK model with no regularization, 2) PSK with role entropy regularization, 3) PSK with volume entropy and finally 4) PSK with both of the regularization terms. In all experiments, the number of clusters in the model is set to be the number of known clusters in the dataset. The collapsed Gibbs sampler is set to run for 100 iterations and the average of the last 10 samples is taken. Since collapsed Gibbs sampling results can vary depending on the random starting point, the accuracy and perplexity values reported are the means of 10 separate trials. The variance values $\sigma^2_{ls}$ and $\sigma^2_{lv}$ are set to 0.5 and we place priors which favor diagonal blocks over off-diagonal blocks by using a non-symmetric Dirichlet for $\alpha_L$.

### 6.5.2 Results

First we study the direct impact of role entropy and volume entropy on the smaller networks measured by link perplexity and 1-NN clustering accuracy. It can be seen from Table 6.2 (bold values indicate the best performing model) that using role and volume entropy consistently decreases link perplexity and increases cluster prediction accuracy when compared to the baseline unregularized model. The improvements for both perplexity and accuracy for all variants of regularization is
Figure 6.2: Effect of role distribution entropy (on 10% heldout tuning set)

Figure 6.3: Perplexity with varying levels of Regularization (on 10% heldout tuning set)
Figure 6.4: NMI with varying levels of Regularization (on 10% heldout tuning set)

Figure 6.5: Cluster prediction accuracy with varying levels of Regularization (on 10% heldout tuning set)
Figure 6.6: Role entropy demonstration: Inferred Latent Role distributions in the football network.

Figure 6.6 shows the reduction of entropy in latent role distribution for one sample network more clearly. The figure shows a heatmap of the latent role distributions of each node in the network with nodes on the y-axis. The panel on the far right shows the known true label distributions with solid single colors in each row since nodes in the football dataset have one cluster label per node. The panel on the left shows the latent role distribution after inference using an unregularized PSK model. The middle panel shows the latent role distribution after inference with a role entropy regularized model. It can be seen clearly that the regularized model returns more peaky distributions with large probability masses residing in certain roles as compared to the unregularized model where the distributions are more equally distributed. The rows where the dominant color in the left and middle panels do not match the color in the right panel indicate cluster assignment errors.

Figures 6.3, 6.4 and 6.5 show how perplexity, NMI and clustering accuracy vary with different values for the variance term $\sigma^2_{l_v}$ on the same 3 sample networks used in Figure 6.2. The perplexity curves show a general U-shaped pattern that dips below the horizontal line representing the metric for the unregularized model, indicating a “sweet spot” for the variance value. Similarly in the
Table 6.3: Predicting cluster labels in mixed-membership datasets

<table>
<thead>
<tr>
<th>Model</th>
<th>BlogCatalog</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Micro F-1</td>
<td>Macro F-1</td>
<td>NMI</td>
<td>Micro F-1</td>
<td>Macro F-1</td>
<td>NMI</td>
<td>Micro F-1</td>
<td>Macro F-1</td>
<td>NMI</td>
</tr>
<tr>
<td>Unregularized</td>
<td>0.131</td>
<td>0.076</td>
<td>0.143</td>
<td>0.154</td>
<td>0.084</td>
<td>0.12</td>
<td>0.435</td>
<td>0.284</td>
<td>0.33</td>
</tr>
<tr>
<td>Role entropy</td>
<td>0.153*</td>
<td>0.077</td>
<td>0.151*</td>
<td>0.165*</td>
<td>0.086*</td>
<td>0.135*</td>
<td>0.485*</td>
<td>0.321*</td>
<td>0.352*</td>
</tr>
<tr>
<td>Volume entropy</td>
<td>0.154*</td>
<td>0.080*</td>
<td>0.170</td>
<td>0.171*</td>
<td>0.089*</td>
<td>0.132*</td>
<td>0.468*</td>
<td>0.305</td>
<td>0.346</td>
</tr>
<tr>
<td>Both</td>
<td>0.161*</td>
<td>0.082*</td>
<td>0.175*</td>
<td>0.184*</td>
<td>0.096</td>
<td>0.151</td>
<td>0.523*</td>
<td>0.310*</td>
<td>0.389*</td>
</tr>
</tbody>
</table>

(* indicates a statistically significant improvement over the unregularized baseline).

3 accuracy plots, the regularized model accuracies rise above the baseline value with increasing variance values and then fall when it is increased further. This behavior is true for both measures internal to the model such as perplexity and external measures like NMI or clustering accuracy. At very low variance values, the model effectively approximates a single latent role stochastic block model since the nodes are restricted to only one role with high probability. This behavior tends to offer insufficient flexibility in modeling networks that inherently possess some mixed membership characteristics leading to drastic fall-offs in accuracies. These results indicate the although the smaller networks have only one true label per node, the actual structure of the networks does exhibit mixed-membership characteristics.

Finally, we evaluate the impact of regularization in the larger multi-labelled networks by checking the ability of the model to recover the known labels of nodes. Because nodes in these networks can have multiple labels, we use the micro and macro averaged F-1 measures to evaluate the clustering rather than accuracy. The models are also evaluated by computing NMI between the predicted and true known role distributions. Table 6.3 shows the F-1 measures and NMI values obtained from the clustering. It can be seen from the table that adding role and volume regularization improves performance in all 3 datasets. These networks have an average of 1.4 to 2.5 true labels per node and adding role entropy forces the model to restrict the number of roles a node can participate in which is a better fit to the true nature of the network. Volume entropy improves performance similarly by penalizing the formulation of trivially small clusters.
6.6 Related Work

The area of stochastic models of networks has been a fertile area of research; apart from MMSB and the PSK models, there have many various other approaches to modeling networks [Snijders, 2002]. Leskovec et al. [2010a] introduced Kronecker graphs, a framework that is flexible and can generate networks with commonly seen properties. Ho et al. [2012] argue that it is advantageous to represent networks as a set of triangular motifs rather than edges.

Airoldi et al. [2008] described a method to regularize the MMSB model to permit better fits for sparse graphs. The regularization techniques described here however, are designed to specifically influence the mixed-membership and balance characteristics of the network which is different from the goal of the regularization in the work described above. They also differ from previous regularization approaches through their use of pseudo-observed variables which allows the model to retain a generative story. The method presented in this chapter provides a general alternate way to impose preferences without the use of non-conjugate prior distributions by adding noisy copies of aggregate functions of latent variables to models which can be set to desired values to prefer desirable properties in the latent variable distributions.

6.7 Conclusion

We presented a general technique to impose preferences in latent variable models using the regularization framework described earlier in Chapter 3. We use the framework to regularize stochastic network models to control nodes’ ability to take on different roles and to obtain balanced clusters. The regularization scheme permits the use of Gibbs sampling for inference with only an addition of a few terms to the sampling equations of the original PSK model. The technique of using pseudo-observed variables can also be used to impose other soft restrictions on networks such as controlling the incoming and outgoing latent roles separately and also to other stochastic network models such as MMSB. Experiments on real world network data both small and large, show that using slightly mixed-membership models using the regularization introduced provides better fits and consistently improves link perplexity and cluster label prediction. This chapter extends work presented earlier in Balasubramanyan et al. [2010].
Chapter 7

Joint Modeling of Network and Documents

7.1 Introduction

In previous chapters, we looked at enhancing LDA-like models and block models which share similarities with LDA. We presented different approaches to use partial prior knowledge and expectations about the latent structure while using mixed-membership models to uncover structure in data. These methods included enhancing the models to respect prior beliefs, and introducing techniques to include partially labeled data. In this chapter, we focus on situations where both document and interaction data are available. For instance in yeast biology, there exist both document data in the form of publications about the yeast organism and also interaction data in the form of protein-protein interaction networks. We present a model that combines these forms in information by jointly modeling documents and networks, in order to obtain a more informed structure from both components.

The task of modeling latent groups of entities from observed interactions is a commonly encountered problem. In social networks, for instance, we might want to identify sub-communities. In the biological domain, we might want to discover latent groups of proteins based on observed pairwise interactions. Mixed membership stochastic block models (MMSB) [Airoldi et al., 2008, Parkkinen et al., 2009] approach this problem by assuming that nodes in a graph represent entities
belonging to latent blocks with mixed membership, effectively capturing the notion that entities may arise from different sources and have different roles.

As discussed earlier, models like Latent Dirichlet Allocation (LDA) [Blei et al., 2003] treat text documents in a corpus as arising from mixtures of latent topics. Words in a document are potentially generated from different topics using topic specific word distributions. As described in Chapter 2 Link-LDA [Erosheva et al., 2004, Griffiths and Steyvers, 2004] additionally models other metadata in documents such as authors and entities, by treating a latent topic as a set of distributions, one for each metadata type. For instance, when modeling scientific publications from the biological domain, a latent topic could have a word distribution, an author distribution and a protein entity distribution.

In this chapter, we present a model, Block-LDA, that jointly generates text documents annotated with metadata about associated entities and external links between pairs of entities allowing it to use supplementary annotated text to influence and improve link modeling. The text documents are modeled as bags of entities of different types and the network is modeled as edges between entities of a source type to a destination type. Consider an example of a corpus of publications about the yeast organism and a network of protein-protein interactions in yeast. These publications are further annotated by experts with lists of proteins that are discussed in them. Therefore each publication could be modeled as a collection of bags vis-a-vis bag of body-words, bag of authors, bag of proteins discussed in the paper, etc. Similarly, the network could be a collection of protein-protein interactions independently observed.

The model merges the idea of latent topics in topic models with blocks in stochastic block models. The joint modeling permits sharing of information about the latent topics between the network structure and text, resulting in more coherent topics. Co-occurrence patterns in entities and words related to them aid the modeling of links in the graph. Likewise, entity-entity links provide provide clues about topics in the text. We also propose a method to perform approximate inference in the model using a collapsed Gibbs sampler, since exact inference in the joint model is intractable.

We then use the model to organize a large collection of literature about yeast biology to enable topic oriented browsing and retrieval from the literature. The analysis is performed using the mixed
membership topic modeling to uncover latent structure in document corpora by identifying broad topics that are discussed in it. This approach complements traditional information retrieval tasks where the objective is to fulfill very specific information needs. By using joint modeling, we are able to use other sources of domain information related to the domain in addition to literature. In the case of yeast biology, an example of such a resource is a database of known protein-protein interactions (PPI) which have been identified using wetlab experiments. We perform data fusion by combining text information from articles and the database of yeast protein-protein interactions, by using a latent variable model — Block-LDA [Balasubramanyan and Cohen, 2011] that jointly models the literature and PPI networks.

We evaluate the ability of the topic models to return meaningful topics by inspecting the top papers and proteins that pertain to them. We compare the performance of the joint model, i.e., Block-LDA with a model that only considers the text corpora by asking a yeast biologist to evaluate the coherence of topics and the relevance of the retrieved articles and proteins. This evaluation serves to test the utility of Block-LDA on a real task as opposed to an internal evaluation (such as by using perplexity metrics for example). Our evaluation shows that the joint model outperforms the text-only approach both in topic coherence and in top paper and protein retrieval as measured by precision@10 values.

### 7.2 Block-LDA

The Block-LDA model (plate diagram in Figure 7.1) enables sharing of information between the component on the left that models links between pairs of entities represented as edges in a graph with a block structure, and the component on the right that models text documents, through shared latent topics. More specifically, the distribution over the entities of the type that are linked is shared between the block model and the text model.

The component on the right uses Link-LDA (Chapter 2) to model documents as sets of “bags of entities”, each bag corresponding to a particular type of entity. Every entity type has a topic wise multinomial distribution over the set of entities that can occur as an instance of the entity type.
The component on the left in the figure is a generative model (figure 6.1) for graphs representing entity-entity links with an underlying block structure, derived from the PSK introduced by Parkkinen et al. [2009], as described earlier in section 6.2.

Let $K$ be the number of latent topics (blocks) we wish to recover. Assuming documents consist of $T$ different types of entities (i.e., each document contains $T$ bags of entities), and that links in the graph are between entities of type $t_l$ and $t_r$, the generative process is as follows.

1. Generate topics:
   - For each type $t \in 1, \ldots, T$, and topic $z \in 1, \ldots, K$, sample $\beta_{t,z} \sim \text{Dirichlet}(\gamma)$, the topic specific entity distribution.

2. Generate documents. For every document $d \in \{1 \ldots D\}$:
   - Sample $\theta_d \sim \text{Dirichlet}(\alpha_D)$ where $\theta_d$ is the topic mixing distribution for the document.
   - For each type $t$ and its associated set of entity mentions $e_{t,i}$, $i \in \{1, \cdots, N_{d,t}\}$:
$K$ - the number of topics (therefore resulting in $K^2$ blocks in the network)

$\alpha_L$ - Dirichlet prior for the topic pair distribution for links

$\alpha_D$ - Dirichlet prior for document specific topic distributions

$\gamma$ - Dirichlet prior for topic multinomials

$\pi_L$ - multinomial distribution over topic pairs for links

$\theta_d$ - multinomial distribution over topics for document $d$

$T$ - the number of types of entities in the corpus

$\beta_{t,z}$ - multinomial over entities of type $t$ for topic $z$

$D$ - number of documents in the corpus

$z_{t,i}$ - topic chosen for the $i$-th entity of type $t$ in a document

$e_{t,i}$ - the $i$-th entity of type $t$ occurring in a document

$N_L$ - number of links in the network

$z_{i1}$ and $z_{i2}$ - topics chosen for the two nodes participating in the $i$-th link

$e_{i1}$ and $e_{i2}$ - the two nodes participating in the $i$-th link

Figure 7.2: Variables in Block-LDA

- Sample a topic $z_{t,i} \sim \text{Multinomial}(\theta_d)$
- Sample an entity $e_{t,i} \sim \text{Multinomial}(\beta_{t,z_{t,i}})$

3. Generate the link matrix of entities of type $t$: $t$

- Sample $\pi_L \sim \text{Dirichlet}(\alpha_L)$ where $\pi_L$ describes a distribution over the Cartesian product of topics, for links in the dataset.

- For every link $e_{i1} \rightarrow e_{i2}$, $i \in \{1 \cdots N_L\}$:
  - Sample a topic pair $(z_{i1}, z_{i2}) \sim \text{Multinomial}(\pi_L)$
  - Sample $e_{i1} \sim \text{Multinomial}(\beta_{t,z_{i1}})$
  - Sample $e_{i2} \sim \text{Multinomial}(\beta_{t',z_{i2}})$

Note that unlike the MMSB model introduced by Airoldi et al. [2008], this model generates only realized links between entities.
Given the hyperparameters $\alpha_D$, $\alpha_L$ and $\gamma$, the joint distribution over the documents, links, their topic distributions and topic assignments is given by

$$p(\pi_L, \theta, \beta, z, e, \langle z_1, z_2 \rangle, \langle e_1, e_2 \rangle | \alpha_D, \alpha_L, \gamma) \propto \alpha_D \prod_{d} \prod_{t} \text{Dir}(\beta_{d}^{t} | \alpha_{D}) \times \prod_{i} \text{Dir}(\theta_{d} | \alpha_{D}) \prod_{i} \prod_{t} \text{Dir}(\pi_{L}^{z_{i}} | \alpha_{L}) \propto K \prod_{z=1}^{K} T \prod_{t=1}^{T} \text{Dir}(\beta_{t,z}^{t} | \gamma_{t}) \times \prod_{d}^{D} \prod_{i}^{N_{d,t}} \text{Dir}(\theta_{d}^{t} | \alpha_{D}) \prod_{i}^{N_{d,t}} \text{Dir}(\theta_{d}^{z_{i}} | \gamma_{t}) \times \prod_{i}^{N_{L}} \text{Dir}(\pi_{L}^{z_{i}} | \alpha_{L}) \prod_{i}^{N_{L}} \text{Dir}(\pi_{L}^{z_{i}z_{i}^{2}} | \alpha_{L}) \propto \prod_{i}^{N_{d}} \text{Dir}(\beta_{d}^{t} | \alpha_{D}) \prod_{i}^{N_{d}} \text{Dir}(\theta_{d}^{t} | \alpha_{D}) \prod_{i}^{N_{d}} \text{Dir}(\pi_{L}^{z_{i}} | \alpha_{L}) \prod_{i}^{N_{d}} \text{Dir}(\pi_{L}^{z_{i}z_{i}^{2}} | \alpha_{L})$$

A commonly required operation when using models like Block-LDA is to perform inference on the model to query the topic distributions and the topic assignments of documents and links. Due to the intractability of exact inference in the Block-LDA model, a collapsed Gibbs sampler is used to perform approximate inference, just as in the case of Link-LDA. The sampler samples a latent topic for an entity mention of type $t$ in the text corpus conditioned on the assignments to all other entity mentions using the following expression (after collapsing $\theta_D$, and similar to Equation 2.2):

$$p(z_{t,i} = z | e_{t,i}, z^{-1}, e^{-1}, \alpha_{D}, \gamma) \propto (n_{dz}^{-1} + \gamma) \sum_{e'} n_{z_{i}e'_{t,i}}^{-1} + |V_{t}| \gamma$$

Similarly, we sample a topic pair for every link conditional on topic pair assignments to all other links after collapsing $\pi_L$ using the expression:

$$p(z_{i} = \langle z_{1}, z_{2} \rangle | \langle e_{1}, e_{2} \rangle, z^{-1}, e^{-1}, \alpha_{L}, \gamma) \propto (n_{(z_{1}, z_{2})}^{-1} + \gamma) \sum_{e_{1}} n_{z_{1}e_{t_{1}}}^{-1} + |V_{t_{1}}| \gamma$$

$V_{t}$ refers to the set of all entities of type $t$. The $n$'s refer to number of topic assignments in the data.

- $n_{zet}$ - the number of times an entity $e$ of type $t$ is observed under topic $z$
- $n_{dz}$ - the number of entities (of any type) with topic $z$ in document $d$
- $n_{(z_{1}, z_{2})}$ - count of links assigned to topic pair $\langle z_{1}, z_{2} \rangle$
The topic multinomial parameters and the topic distributions of links and documents are easily recovered using their MAP estimates after inference using the counts of observations.

\[
\beta_{t,z}^{(e)} = \frac{n_{z_1} + \gamma}{\sum_{e'} n_{z_1 e'} + |E_t| \gamma}, \quad (7.4)
\]

\[
\theta_d^{(z)} = \frac{n_{d_z} + \alpha_D}{\sum_{z'} n_{d_{z'} z_1} + K \alpha_D} \text{ and } \quad (7.5)
\]

\[
\pi_L(z_1, z_2) = \frac{n_{z_1} + \alpha_L}{\sum_{z_1'} n_{z_1 z_2} + K^2 \alpha_L} \quad (7.6)
\]

A de-noised form of the entity-entity link matrix can also be recovered from the estimated parameters of the model. Let \( B_t \) be a matrix of dimensions \( K \times |E_t| \) where row \( k = \beta_{t,k} \), \( k \in \{1, \ldots, K\} \). Let \( Z \) be a matrix of dimensions \( K \times K \) s.t \( Z_{p,q} = \sum_{i=1}^{N_i} I(z_{i1} = p, z_{i2} = q) \). The de-noised matrix \( M \) of the strength of association between the entities in \( E_{ti} \) is given by \( M = B_t^T Z B_{t'} \).

### 7.3 Datasets

The Munich Institute for Protein Sequencing (MIPS) database [Mewes et al., 2004] includes a hand-crafted collection of protein interactions covering 8000 protein complex associations in yeast. We use a subset of this collection containing 844 proteins, for which all interactions were hand-curated (Figure 7.3(a)). The MIPS institute also provides a set of functional annotations for each protein which are organized in a tree, with 15 nodes at the first level (shown in Table 7.1). The 844 proteins participating in interactions are mapped to these 15 functional categories with an average of 2.5 annotations per protein.

We also use another dataset of protein-protein interactions in yeast that were observed as a result of wetlab experiments by our collaborators in John Woolford’s lab at the Department of Biology at Carnegie Mellon University. This dataset consists of 635 interactions that deal primarily with ribosomal proteins and assembly factors in yeast.

In addition to the MIPS PPI data, we use a text corpus that is derived from the repository of scientific publications at PubMed®. PubMed is a free, open-access on-line archive of over 18 million biological abstracts and bibliographies, including citation lists, for papers published since
Metabolism
Cellular communication/signal transduction mechanism
Cell rescue, defense and virulence
Regulation of / interaction with cellular environment
Cell fate
Energy
Control of cellular organization
Cell cycle and DNA processing
Subcellular localisation
Transcription
Protein synthesis
Protein activity regulation
Transport facilitation
Protein fate (folding, modification, destination)
Cellular transport and transport mechanisms

Table 7.1: List of functional categories

1948 (U.S. National Library of Medicine 2008). The subset we work with consists of approximately 40,000 publications about the yeast organism that have been curated in the Saccharomyces Genome Database (SGD) [Dwight et al., 2004] with annotations of proteins that are discussed in the publication. We further restrict the dataset to only those documents that are annotated with at least one protein from the MIPS database. This results in a MIPS-protein annotated document collection of 15,776 publications. The publications in this set were written by a total of 47,215 authors. We tokenize the titles and abstracts based on white space, lowercase all tokens and eliminate stopwords. Low frequency (< 5 occurrences) terms are also eliminated. The vocabulary contains 45,648 words.

To investigate the co-occurrence patterns of proteins annotated in the abstracts, we construct a co-occurrence matrix. From every abstract, a link is constructed for every pair of annotated protein mentions. Additionally, protein mentions that occur fewer than 5 times in the corpus are discarded.
Figure 7.3: Observed protein-protein interactions compared to thresholded co-occurrence in text

Figure 7.3(b) shows the resultant matrix, which looks very similar to the MIPS PPI matrix in Figure 7.3(a). This suggests that joint modeling of the protein annotated text with the PPI information has the potential to be beneficial. The nodes representing proteins in 7.3(b) and 7.3(a) are ordered by their cluster ids, obtained by clustering them using k-means clustering, treating proteins as 15-bit vectors of functional category annotations.

The Enron email corpus [Shetty and Adibi, 2004] is a large publicly available collection of email messages subpoenaed as part of the investigation by the Federal Energy Regulatory Commission (FERC). The dataset contains 517,437 messages in total. Although the Enron Email Dataset contains the email folders of 150 people, two people appear twice with different usernames, and one user’s emails consist solely of automated emails, resulting in 147 unique people in the dataset. For the text component of the model, we use all the emails in the Sent\(^1\) folders of the 147 users’ mailboxes, resulting in a corpus of 96,103 emails. Messages are annotated with mentions of people from the set of 147 Enron employees if they are senders or recipients of the email. Mentions of people outside of the 147 persons considered are dropped. While extracting text from the email messages, “quoted” messages are eliminated using a heuristic which looks for a “Forwarded message” or

\(^1\) “sent”, “sent_items” and “_sent_mail” folders in users’ mailboxes were treated as “Sent” folders
“Original message” delimiter. In addition, lines starting with a “>” are also eliminated. The emails are then tokenized after lowercasing the entire message, using whitespace and punctuation marks as word delimiters. Words occurring fewer than 5 times in the corpus are discarded. The vocabulary of the corpus consists of 32,880 words.

For the entity links component of the model, we build an email communication network by constructing a link between the sender and every recipient of an email message, for every email in the corpus. Recipients of the emails include people directly addressed in the “TO” field and people included in the “CC” and “BCC” fields. Similar to the text component, only links between the 147 Enron employees are considered. The link dataset generated in this manner has 200,404 links. Figure 7.8(a) shows the email network structure. The nodes in the matrix representing people are ordered by cluster ids obtained by running k-means clustering on the 147 people. Each person is represented by a vector of length 147, where the elements in the vector are normalized counts of the number of times an email is sent by s to the person indicated by the element.

7.4 Experimental Results

We present results from experiments using Block-LDA to model the Yeast and Enron datasets described in Section 7.3.

7.4.1 Results from the Yeast dataset

Perplexity and convergence

First, we investigate the convergence properties of the collapsed Gibbs sampler used for inference in Block-LDA by observing link perplexity on heldout data at different epochs. Link perplexity of set of links \( L \) is defined as

\[
\exp \left( \sum_{e_1 \rightarrow e_2 \in L} \log \left( \sum_{z_1, z_2} \pi(z_1, z_2) \beta^{(e_1)}_{z_1, z_1} \beta^{(e_2)}_{z_2, z_1} \right) \right) \frac{1}{|L|}
\]  

(7.7)

Figure 7.4(a) shows the convergence of the link perplexity using Block LDA and a baseline non-mixed-membership block model on the PPI + SGD dataset with 20% of the full dataset heldout
for testing. The number of topics $K$ is set at 15 since our aim is to recover topics that can be aligned with the 15 protein functional categories. $\alpha_D$ and $\alpha_L$ are set to 0.2. It can be observed that the collapsed Gibbs sampler burns-in after about 20 iterations.

Next, we perform two sets of experiments with the PPI+PubMed Central dataset. The text data has 3 types of entities in each document - words, authors and protein annotations with the
PPI data linking proteins. In the first set of experiments, we evaluate the model using perplexity of heldout protein-protein interactions using increasing amounts of the PPI data for training.

All the 15,773 documents in the SGD dataset are used when textual information is used. When text is not used, the model is equivalent to using only the left half of Figure 7.1. Figures 7.5(a) and 7.5(b) shows the posterior likelihood of protein-protein interactions recovered using the sparse block model and using Block-LDA respectively. In the other set of experiments, we evaluate the model using protein perplexity in heldout text using progressively increasing amounts of text as training data. All the links in the PPI dataset are used in these experiments when link data is used. When link data are not used, the model reduces to Link LDA. For the regularized Block-LDA experiments, the freedom of proteins to span multiple latent roles in the text corpus is restricted using the regularization technique presented in Section 3.2. The variance hyperparameter $\alpha_{lw}^2$ is set to 0.5 following experimental results from the previous chapter. In all experiments, the collapsed Gibbs sampler is run until the held out perplexity stabilizes to a nearly constant value ($\approx$ 80 iterations).

Figure 7.4(b) shows the gains in perplexity in the two sets of experiments with different amounts of training data. The perplexity values are averaged over 10 trials. In both sets of experiments, it can be seen that Block-LDA results in lower perplexities than using links/text alone. Regularizing
the model by restricting proteins’ freedom to span latent roles provides a further improvement. These results indicate that co-occurrence patterns of proteins in text contain information about protein interactions which Block-LDA is able to utilize through joint modeling. Our conjecture is that the protein co-occurrence information in text is a noisy approximation of the PPI data.

Table 7.2 shows the top words, proteins and authors for sample topics induced by running Block-LDA over the full PPI+SGD dataset. These topics provide a qualitative feel for the structure that emerge using the model. The collapsed Gibbs sampling procedure was run until the perplexity value stabilized (around 80 iterations) and the number of topics was set to 15. The topic tables were then analyzed and a title and an analysis of the topic added, after the inference procedure. Details about proteins and yeast researchers were obtained on the SGD \(^2\) website to understand the function of the top proteins in each topic and to get an idea of the research profile of the top authors mentioned.

**Topic Coherence**

An useful application of latent block modeling approaches is to understand the underlying nature of data. We conduct three different evaluations of the emergent topics. Firstly, we obtain topics from only the text corpus using a model that comprises of the right half of Figure 7.1 which is equivalent to using the Link-LDA model. For the second evaluation, we use the Block-LDA model that is trained on the text corpus and the MIPS protein-protein interaction database. Finally, for the third evaluation, we replace the MIPS PPI database with the interaction obtained from the wetlab experiments. In all the cases, we set \(K\), the number of topics to be 15. In each variant, we represent documents as 3 sets of entities i.e. the words in the abstracts of the article, the set of proteins associated with the article as indicated in the SGD database and finally the authors who wrote the article. Each topic therefore consists of 3 different multinomial distributions over the sets of the 3 kinds of entities described.

Topics that emerge from the different variants can possibly be assigned different indices even when they discuss the same semantic concept. To compare topics across variants, we need a method to determine which topic indices from the different variants correspond to the same se-

\(^2\)http://www.yeastgenome.org
### Analysis of Mutations

A common experimental procedure is to induce random mutations in the "wild-type" strain of a model organism (e.g., *Saccharomyces cerevisiae*) and then screen the mutants for interesting observable characteristics (i.e. phenotype). Often the phenotype shows slower growth rates under certain conditions (e.g. lack of some nutrient). The RPL* proteins are all part of the larger (60S) subunit of the ribosome. The first two biologists, Klis and Bussey’s research use this method.

### Protein Structure

Protein structure is an important area of study. Proteins are composed of amino-acid residues, functionally important protein regions are called domains, and functionally important sites are often "conserved" (i.e., many related proteins have the same amino-acid at the site). The RPS* proteins all part of the smaller (40S) subunit of the ribosome. Naider, Becker, and Leulliot study protein structure.
### (c) Chromosome remodeling and transcription

**Analysis**
In transcription, DNA is unwound from histone complexes (where it is stored compactly) and converted to RNA. This process is controlled by transcription factors, which are proteins that bind to regions of DNA called promoters. The RPL* proteins are part of the larger subunit of the ribosome, and the RPP proteins are part of the ribosome stalk. Many of these proteins bind to RNA. Workman, Struhl, and Winston study transcription regulation and the interaction of transcription with the restructuring of chromatin (a combination of DNA, histones, and other proteins that comprises chromosomes).

**Table 7.2: Top words, proteins and authors: topics obtained using Block-LDA on the PPI+SGD dataset**

<table>
<thead>
<tr>
<th>Words</th>
<th>Transcription, ii, histone, chromatin, complex, polymerase, transcriptional, rna, promoter, binding, dna, silencing, h3, factor, genes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proteins</td>
<td>rpl16b, rpl26b, rpl24a, rpl18b, rpl18a, rpl12b, rpl6b, rpp2b, rpl15b, rpl9b, rpl40b, rpp2a, rpl20b, rpl14a, rpp0</td>
</tr>
<tr>
<td>Authors</td>
<td>workman_jl, struhl_k, winston_f, buratowski_s, tempst_p, erdjument-bromage_h, kornberg_rd_a, svejstrup_jq, peterson_cl, berger_sl, grunstein_m, stillman_dj, cote_j, cairns_br, shilatifard_a, hampsey_m, allis_cd, young_ra, thuriaux_p, zhang_z, sternglanz_r, krogan_nj, weil_pa, pillus_l</td>
</tr>
</tbody>
</table>

### (d) RNA maturation

**Analysis**
Translation is conversion of DNA to mRNA, a process that is followed by splicing (in which parts of the mRNA are removed). sup35 is a protein that terminates transcription; it also exists as a misfolded protein called a ”prion”. Tollervey, Hurt, and Parker study RNA processing and export.

**Table 7.2: Top words, proteins and authors: topics obtained using Block-LDA on the PPI+SGD dataset**

<table>
<thead>
<tr>
<th>Words</th>
<th>Rna, mrna, nuclear, translation, pre, ribosomal, processing, complex, rrna, export, splicing, factor, required, prion, binding</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proteins</td>
<td>sup35, rpl3, rps2, rpl18a, rpl6a, rpl7a, rpl42b, rpl5, rpl18b, rps0b, rpl22a, rps11b, rpl27b, rpl32, rpl7b</td>
</tr>
<tr>
<td>Authors</td>
<td>tollervey_d, hurt_e, parker_r, wickner_rb, seraphin_b, corbett_ah, silver_pa, hinnebusch_c, baserga_sj, rosbash_m, beggs_jd, jacobson_a, liebman_sw, linder_sw, petfalski_e, luhrmann_r, fromont-racine_m, ter-avanesyan_md, johnson_aw, raue_ha, keller_w, schwer_b, wente_sr, turite_mf</td>
</tr>
</tbody>
</table>

**Analysis**
Translation is conversion of DNA to mRNA, a process that is followed by splicing (in which parts of the mRNA are removed). sup35 is a protein that terminates transcription; it also exists as a misfolded protein called a ”prion”. Tollervey, Hurt, and Parker study RNA processing and export.

**Table 7.2: Top words, proteins and authors: topics obtained using Block-LDA on the PPI+SGD dataset**
mantic concept. To obtain the mapping between topics from each variant, we use the Hungarian algorithm [Kuhn, 1955] to solve the assignment problem, where the cost of aligning topics together is determined using the Jensen-Shannon divergence measure.

Once the topics are obtained, we first obtain the proteins associated with the topic by retrieving the top proteins from the multinomial distribution corresponding to proteins. Then, the top articles corresponding to each topic are obtained using a ranked list of documents with the highest mass of their topic proportion distributions ($\theta$) residing in the topic being considered.

**Manual Evaluation** To evaluate the topics, a yeast biologist who is an expert in the field was asked to mark each topic with a binary flag indicating if the top words of the distribution represented a coherent sub-topic in yeast biology. The top words of the distribution representing a topic were presented as a ranked list of words. This process was repeated for the 3 different variants of the model. The variant used to obtain results is concealed from the evaluator to remove the possibility of bias.

In the next step of the evaluation, the top articles and proteins assigned to each topic were presented in a ranked list and a similar judgement was requested to indicate if the article/protein was relevant to the topic in question. Similar to the topic coherence judgements, the process was repeated for each variant of the model. Screenshots of the tool used for obtaining the judgments can be seen in Figure 7.6. It should be noted that since the nature of the topics in the literature considered was highly technical and specialized, it was impractical to get judgements from multiple annotators.

To evaluate the retrieval of the top articles and proteins, we measure the quality of the results by computing its precision@10 score.

<table>
<thead>
<tr>
<th>Variant</th>
<th>Num. Coherent Topics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Only Text</td>
<td>12 / 15</td>
</tr>
<tr>
<td>Text + MIPS</td>
<td>13 / 15</td>
</tr>
<tr>
<td>Text + Wetlab</td>
<td>15 / 15</td>
</tr>
</tbody>
</table>

Table 7.3: Topic Coherence Evaluation
First we evaluate the coherence of the topics obtained from the 3 variants described above. Table 7.3 shows that out of the 15 topics that were obtained, 12 topics were deemed coherent from the text-only model and 13 and 15 topics were deemed coherent from the Block-LDA models using the MIPS and wetlab PPI datasets respectively.

Next, we study the precision@10 values for each topic and variant for the article retrieval and protein retrieval tasks (Figures 7.7(a) and 7.7(b)). The horizontal lines in the plots represent the mean of the precision@10 across all topics. It can be seen from the plots that for both the article and protein retrieval tasks, the joint models work better than the text-only model on average. For the article retrieval task, the model trained with the text + MIPS resulted in the higher mean
Figure 7.7: Retrieval Performance

precision@10 whereas for the protein retrieval task, the text + Wetlab PPI dataset returned a higher mean precision@10 value. For both the protein retrieval and paper retrieval tasks, the improvements shown by the joint models using either of the PPI datasets over the text-only model (i.e. the Link LDA model) were statistically significant at the 0.05 level using the paired Wilcoxon sign test. The difference in performance between the two joint models that used the two different PPI networks were, however, insignificant, which indicates that there is no observable advantage in using one PPI dataset over the other in conjunction with the text corpus.
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<table>
<thead>
<tr>
<th>Method</th>
<th>$F_1$</th>
<th>NMI</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regularized Block-LDA</td>
<td>0.308*</td>
<td>0.453*</td>
<td>0.305*</td>
<td>0.314*</td>
</tr>
<tr>
<td>Block-LDA</td>
<td>0.249*</td>
<td>0.441</td>
<td>0.247*</td>
<td>0.250*</td>
</tr>
<tr>
<td>Sparse Block model</td>
<td>0.161</td>
<td>0.359*</td>
<td>0.224*</td>
<td>0.126</td>
</tr>
<tr>
<td>Link LDA</td>
<td>0.152</td>
<td>0.364*</td>
<td>0.150</td>
<td>0.155*</td>
</tr>
<tr>
<td>MMSB</td>
<td>0.165*</td>
<td>0.353*</td>
<td>0.166*</td>
<td>0.164</td>
</tr>
<tr>
<td>Random</td>
<td>0.145</td>
<td>0.241</td>
<td>0.155</td>
<td>0.137</td>
</tr>
</tbody>
</table>

Table 7.4: Functional category prediction (all values computed using 10-fold cross-validation)

**Functional category prediction**

Proteins are identified as belonging to multiple functional categories in the MIPS PPI dataset, as described in Section 7.3. We use Block-LDA and baseline methods to predict proteins’ functional categories and evaluate it by comparing it to the ground truth in the MIPS dataset using the method presented in prior work [Airoldi et al., 2008]. A model is first trained with $K$ set to 15 topics to recover the 15 top level functional categories of proteins. Every topic that is returned consists of a set of multinomials including $\beta_t$, the topic wise distribution over all proteins. The values of $\beta_t$ are thresholded such that the top $\approx 16\%$ (the density of the protein-function matrix) of entries are considered as a positive prediction that the protein falls in the functional category corresponding to the latent topic. To determine the mapping of latent topic to functional category, 10% of the proteins are used in a procedure that greedily finds the alignment resulting in the best accuracy, as described in [Airoldi et al., 2008]. It is important to note that the true functional categories of proteins are completely hidden from the model. The functional categories are used only during evaluation of the topics from the model.

The precision, recall, NMI and $F_1$ (macro-averaged) scores of the different models in predicting the right functional categories for proteins are shown in Table 7.4. Since there are 15 functional categories and a protein has approximately 2.5 functional category associations, we expect only $\sim 1/6$ of protein-functional category associations to be positive. Precision and recall therefore depict a better picture of the predictions than accuracy. For the random baseline, every protein-functional category pair is randomly deemed to be 0 or 1 with the Bernoulli probability of an
Figure 7.8: Enron network and its de-noised recovered versions

We see that the $F_1$ and NMI scores for the baseline sparse block model and MMSB are nearly the same and that combining text and links provides a significant boost to both scores. Regularization of proteins in text also provides a noticeable improvement. This suggests that protein co-occurrence
patterns in the abstracts contain information about functional categories as is also evidenced by the better than random $F_1$ score obtained using Link LDA which uses only documents. All the methods considered outperform the random baseline.

### 7.4.2 Results from the Enron email corpus dataset

As described in Section 7.3, the Enron dataset consists of two components - text from the sent folders and the network of senders and recipients of emails within the Enron organization. Each email is treated as a document and is annotated with a set of people consisting of the senders and recipients of the email. We first study the network reconstruction capability of the Block-LDA model. Block-LDA is trained using all the 96,103 emails in the sent folders and the 200,404 links obtained from the full email corpus. Figures 7.8(a), 7.8(b) and 7.8(c) show the true communication matrix, the matrix reconstructed using the sparse mixed membership stochastic block model and the matrix reconstructed using the Block-LDA model respectively. The figures show that both models are approximately able to recover the communication network in the Enron dataset.

Next, we study the top words and people in the topics induced by Block-LDA shown in Table 7.5. The table shows sample topics induced after running Block-LDA with $K = 15$. The topic labels and notes were hand created after looking at the top words and employees and by using the partial knowledge available about the roles of the employees in the Enron organization [Shetty and Adibi, 2004]. It can be seen that the people within the recovered topics are likely to need to communicate with each other. These instances of topics suggest that the topics capture both notions of semantic concepts obtained from the text of the emails and sets of people who need to interact regularly about the concepts.

Figure 7.9(a) shows the link perplexity and person perplexity in text of held out data, as the number of topics is varied. Person perplexity is indicative of the surprise inherent in observing a sender or a recipient and can be used as a prior in tasks like predicting recipients for emails that are being composed. Link perplexity is a score for the quality of link prediction and captures the notion of social connectivity in the graph. It indicates how well the model is able to capture links between people in the communication network. The person perplexity in the plot decreases initially and stabilizes when the number of topics reaches 20. It eventually starts to rise again when the
<table>
<thead>
<tr>
<th>Words</th>
<th>Employees</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>contract, party, capacity, gas, df, payment,</td>
<td>fossum, scott, harris, hayslett, campbell,</td>
<td>Geaconne was the executive assistant to Hayslett who was the Chief Financial Officer</td>
</tr>
<tr>
<td>service, tw, pipeline, issue, rate, section,</td>
<td>geaccone, hyatt, corman, donoho, lokay</td>
<td>and Treasurer of the Transwestern division of Enron.</td>
</tr>
<tr>
<td>project, time, system, transwestern, date, el,</td>
<td></td>
<td></td>
</tr>
<tr>
<td>payment, due, paso</td>
<td></td>
<td>(a) Financial contracts</td>
</tr>
<tr>
<td>power, california, energy, market, contracts,</td>
<td>dasovitch, steffes, shapiro, kean, williams,</td>
<td></td>
</tr>
<tr>
<td>davis, customers, edison, bill, ferc, price,</td>
<td>sanders, smith, lewis, wolfe, bass</td>
<td>(b) Energy distribution</td>
</tr>
<tr>
<td>puc, utilities, electricity, plan, pge, prices,</td>
<td></td>
<td></td>
</tr>
<tr>
<td>utility, million, jeff</td>
<td></td>
<td>(c) Strategy</td>
</tr>
<tr>
<td>employees</td>
<td></td>
<td></td>
</tr>
<tr>
<td>enron, business, management, risk, team,</td>
<td>kitchen, beck, lavorato, delainey, buy,</td>
<td>The people in this topic are top level executives: Kitchen was the President of Enron</td>
</tr>
<tr>
<td>people, rick, process, time, information,</td>
<td>presto, shankman, mcconnell, whalley,</td>
<td>Online, Beck the Chief operating officer and Lavarato the CEO.</td>
</tr>
<tr>
<td>issues, sally, mike, meeting, plan, review,</td>
<td>haedicke</td>
<td></td>
</tr>
<tr>
<td>employees, operations, project, trading</td>
<td></td>
<td>(d) Trading</td>
</tr>
<tr>
<td>kitchen, beck, lavorato, delainey, buy,</td>
<td></td>
<td></td>
</tr>
<tr>
<td>presto, shankman, mcconnell, whalley, haedicke</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>This topic about trading has Semperger in the most likely list of people who was a</td>
</tr>
<tr>
<td></td>
<td></td>
<td>senior analyst dealing with cash accounts and Forney who worked as a trader at the real time trading desk.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
number of topics is raised above 40. The link perplexity on the other hand stabilizes at 20 and then exhibits a slight downward trend. For the remaining experiments with the Enron data, we set $K = 40$.

In the next set of experiments, we evaluate Block-LDA and other models by evaluating the person perplexity in held out emails by varying the training and test set size. Similar to the experiments with the PPI data, the collapsed Gibbs sampler is run until the held out perplexity stabilizes to a nearly constant value ($\approx 80$ iterations). The perplexity values are averaged over 10 trials. Figure 7.9(c) shows the person perplexity in text in held out data as increasing amounts of the text data are used for training. The remainder of the dataset is used for testing. It is important to note that only Block-LDA uses the communication link matrix. A consistent improvement in person perplexity can be observed when email text data are supplemented with communication link data irrespective of the training set size. This indicates that the latent block structure in the links is beneficial while shaping latent topics from text.

Block-LDA is finally evaluated using link prediction. The sparse block model which serves as a baseline does not use any text information. Figure 7.9(b) shows the perplexity in held out data with varying amounts of the 200,404 edges in the network used for training. When textual information is
used, all the 96,103 emails are used. The histogram shows that Block-LDA obtains lower perplexities than the sparse block model which uses only links. As in the PPI experiments, using the text in the emails improves the modeling of the network of senders and recipients although the effect is less marked when the number of links used for training is increased. The topical coherence in the
latent topics induces better latent blocks in the matrix, indicating a transfer of signal from the text to the network model.

7.5 Related work

Link LDA and many other extensions to LDA model documents that are annotated with metadata. In a parallel area of research, various different approaches to modeling links between documents have been explored. For instance, Pairwise-Link-LDA [Nallapati et al., 2008] combines MMSB with LDA by modeling documents using LDA and generating links between them using MMSB. The Relational Topic Model [Chang and Blei, 2009b] generates links between documents based on their topic distributions. The Copycat and Citation Influence models [Dietz et al., 2007] also model links between citing and cited documents by extending LDA and eliminating independence between documents. The Latent Topic Hypertext Model (LTHM) [Gruber et al., 2008] presents a generative process for documents that can be linked to each other from specific words in the citing document.

The model proposed here, Block-LDA, is different from this class of models in that they model links between entities in the documents rather than links between documents.

The Nubbi model [Chang et al., 2009] tackles a related problem where entity relations are discovered from text data by relying on words that appear in the context of entities and entity pairs in the text. Block-LDA differs from Nubbi in that it models a document as bags of entities without considering the location of entity mentions in the text. The entities need not even be mentioned in the text of the document. The Group-Topic model [Wang et al., 2006] addresses the task of modeling events pertaining to pairs of entities with textual attributes that annotate the event. The text in this model is associated with events, which differs from the standalone documents mentioning entities considered by Block-LDA.

The Author-Topic model (AT) [Rosen-Zvi et al., 2004] addresses the task of modeling corpora annotated with the ids of people who authored the documents. Every author in the corpus has a topic distribution over the latent topics, and words in the documents are drawn from topics drawn from the specific distribution of the author who is deemed to have generated the word. The Author-Recipient-Topic model [McCallum et al., 2005] extends the idea further by building a topic
<table>
<thead>
<tr>
<th>Model</th>
<th>Links</th>
<th>Documents</th>
</tr>
</thead>
<tbody>
<tr>
<td>LDA [Blei et al., 2003]</td>
<td>-</td>
<td>words</td>
</tr>
<tr>
<td>Link LDA [Erosheva et al., 2004]</td>
<td>-</td>
<td>words + entities</td>
</tr>
<tr>
<td>Relational Topic model [Chang and Blei, 2009a]</td>
<td>document-document</td>
<td>words + document ids</td>
</tr>
<tr>
<td>Copycat, Citation Influence models [Dietz et al., 2007]</td>
<td>document-document</td>
<td>words + cited document ids</td>
</tr>
<tr>
<td>Author Recipient Topic model [McCallum et al., 2005]</td>
<td>-</td>
<td>docs + authors + recipients</td>
</tr>
<tr>
<td>Author Topic model [Rosen-Zvi et al., 2004]</td>
<td>-</td>
<td>docs + authors</td>
</tr>
<tr>
<td>Topic Link LDA [Liu and Niculescu-mizil, 2009]</td>
<td>document-document</td>
<td>words + authors</td>
</tr>
<tr>
<td>MMSB [Airoldi et al., 2008]</td>
<td>entity-entity</td>
<td>-</td>
</tr>
<tr>
<td>Sparse block model [Parkkinen et al., 2009]</td>
<td>entity-entity</td>
<td>-</td>
</tr>
<tr>
<td>Nubbi [Chang et al., 2009]</td>
<td>entity-entity</td>
<td>words near entities or entity-pairs</td>
</tr>
<tr>
<td>Group topic model [Wang et al., 2006]</td>
<td>entity-entity</td>
<td>words about the entity-entity event</td>
</tr>
<tr>
<td>Block-LDA [Balasubramanyan and Cohen, 2011]</td>
<td>entity-entity</td>
<td>words + entities</td>
</tr>
</tbody>
</table>

Table 7.6: Related work

distribution for every author-recipient pair. As we show in the experiments below, Block-LDA can also be used to model the relationships between authors, recipients, and words in documents, by
constructing an appropriate link matrix from known information about the authors and recipients of documents; however, unlike the AT and ART models, which are primarily designed to model documents, Block-LDA provides a generative model for the links between authors and recipients in addition to documents. This allows Block-LDA to be used for additional inferences not possible with the AT or ART models, for instance, predicting probable author-recipient interactions. Wen and Lin [2010] describe an application of an approach that uses both content and network information to analyse enterprise data. While a joint modeling of the network and content is not used, LDA is used to study the topics in communications between people. More recently, Zhang and Carin [2012] presented an approach that jointly models matrices and related documents using a model based on the Indian Buffet Process. This model shares many similarities with Block-LDA in that topics represent both blocks in the matrix and a distribution over words in documents. It however differs from Block-LDA in that the matrix in their approach represents external data about documents unlike our scenario, where the matrix represents relations between entities tagged in the documents. Moreover, they use focused topic models [Williamson et al., 2010] and binary matrix factorization [Meeds et al., 2007] to model the document corpus and matrix respectively instead of Link-LDA and the PSK model as in Block-LDA.

A summary of related models from prior work is shown in Table 7.6.

7.6 Conclusion

The work in this chapter is an extension of work presented earlier in Balasubramanyan and Cohen [2011]. We proposed a model that performs data fusion by jointly models links between entities and text annotated with entities that permits co-occurrence information in text to influence link modeling and vice versa. Our experiments show that joint modeling outperforms approaches that use only a single source of information. Improvements are observed when the joint model is evaluated internally using perplexity in two different datasets and externally using protein functional category prediction in the yeast dataset. Moreover, the topics induced by the model when examined subjectively appear to be useful in understanding the structure of the data both in terms of the topics discussed and in terms of the connectivity characteristics between entities.
Chapter 8

Conclusion

8.1 Conclusion

Probabilistic models for text modeling and network modeling are widely used. Mixed-membership models especially, have become quite popular within the last decade. While, mixed-membership models are convenient to capture complexity, it is not always obvious that the full power of mixed-membership is always necessary. The main motivation in this work is in controlling the degree of mixed-membership. To this end, we presented techniques to exercise fine-level control over the latent structure uncovered in mixed-membership models. We explored the fully Bayesian approach using the ECD prior and determined that it can be approximated well using a regularizer that offers computational advantages. The regularization framework that we presented, enabled placing of preferences on functions over aggregate values of latent variable assignments with only limited computational cost. The framework’s utility was demonstrated in both text models (i.e. topic models) and network models. In topic models, we used the entropic regularization approach to obtain slightly mixed-membership models in which documents and words have limited ability to span different latent roles. Next, we also presented a method to incorporate limited labeled data into mixed-membership models by modifying the collapsed Gibbs sampling approximate inference procedure. The utility of the regularization and semi-supervised models was demonstrated in the task of clustering entities obtained from HTML tables.

The regularization approach was next applied to stochastic block models. The utility of the
regularization was evaluated by evaluating the ability of the models to perform cluster recovery. We also presented a model that jointly models networks and text. The joint model was applied to yeast protein-protein networks and literature and evaluated using domain experts.

8.2 Future Work

In this thesis we have focused on using parametric mixed membership models. The regularization framework introduced here can also be applied to non-parametric models [Teh et al., 2006] which remove the need to apriori set the number of topics or clusters. The interplay between the concentration parameter in non-parametric models, that control the freedom to create new topics and the regularization will be interesting to consider.

Collapsed Gibbs sampling is the approximate inference technique that we have employed for LDA-like models. A major drawback to collapsed Gibbs sampling is the difficulty of determining whether the sampler has “mixed”, i.e., has reached a stationary distribution. Typically, this is overcome by empirically observing that the sampler has stabilized after a few hundred or thousand iterations. In future work, we intend to study the convergence properties of the collapsed Gibbs sampling technique for topic models with both the regularized and unregularized versions.

In the regularization framework introduced in this thesis, the variance hyperparameter $\sigma^2_{lw}$ is set to a fixed value. In future work, we wish to use an empirical Bayes inference procedure to optimize the value of this parameter. The procedure will effectively alternate between sampling values for the $\varepsilon$ variables and then estimating values for the hyperparameter in an EM-like approach. We also wish to investigate the interaction between the Dirichlet and variance hyperparameters in detail. Our experiments (figure 3.8) with the reviews datasets indicated that regularization provides a better performance gain in MSE than tuning the Dirichlet hyperparameter. The generalizability of this gain requires further investigation.

The third line of work we wish to pursue in the future is in the realm of semi-supervised learning. Our experiments demonstrated that using even a few labeled documents and features provides noticeable improvements. In future work, we wish to get a detailed comparison on the benefits of using labeled documents versus labeled features. If we had a set budget in terms for
resources for labeling, we would like to produce a framework which indicates what the best use of the resources is, vis-a-vis labeling documents or features. This line of work is especially interesting considering the increasingly wide use of Amazon’s Mechanical Turk for annotations purposes.

Finally, we wish to investigate the issues of scale inherent in the class of mixed-membership models. Scalability is critical as we start to apply mixed-membership modeling to large knowledge databases like NELL [Carlson et al., 2010b]. Parallelization of approximate inference [Newman et al., 2006b] has been an active area of research and we wish to build on the advances on that front, to scale inference using topic models that are regularized using the framework proposed here.
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