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Abstract

Question answering (QA) is a knowledge-intensive task in natural language processing (NLP) that requires the system to provide answers to user queries expressed in natural language. The types of knowledge a QA system is equipped with broadly fall into two categories, namely explicit knowledge and implicit knowledge. The explicit knowledge takes formats that are human readable, e.g. raw text, knowledge graphs, structured tables etc, while the implicit knowledge resides in the model parameters that are learned by training on the explicit knowledge. Due to the complementary nature of these two types of knowledge, most recent QA research has tried to leverage both of them for modeling. However, existing work on this front mostly focuses on building customized models for specific datasets, which do not generalize well to other use cases. Moreover, while using end-to-end models to directly learn to fuse different knowledge is a simple solution and often works well, it’s hard to interpret the model’s reasoning process, leading to untrustworthy predictions. Finally, most systems are designed without considering memory and computation efficiency, which hinders their application to real-world use cases.

With the aforementioned issues in mind, in this thesis, we present solutions for building generalizable, interpretable, and efficient QA systems. Specifically, we present three solution elements, namely 1) hybrid knowledge fusion, 2) modularized knowledge framework, and 3) modularized knowledge sharing. In the first part, we study various ways of injecting commonsense knowledge into QA systems powered by pretrained language models. Our results show that instance-level late fusion of knowledge subgraphs is promising in a supervised setting and pretraining on transformed knowledge graphs (KGs) provides substantial gains across a diverse set of tasks in a zero-shot setup. These findings show that combining explicit and implicit knowledge is a step towards generalization across different domains of questions. In the second part, we explored two different modularized frameworks for open-domain question answering that bridge the gap across knowledge types and question types. We show that text can serve as a universal knowledge interface for different types of structured knowledge, and decomposing the reasoning process into discrete steps enables a single unified system to solve both single-hop and multi-hop questions. Modularized frameworks not only offer generalization across modalities of knowledge and question types but also bring improved interpretability of the reasoning process. In the third part, we extend the modularized framework from the previous part by allowing implicit knowledge sharing among different modules. Multiple reasoning modules are merged together and learned simultaneously through multi-task learning, and we further add skill-specific specialization for each module to reduce task interference. Such an architecture not only greatly reduced the overall model size but also improved the inference efficiency, therefore achieving all three target properties generalizability, interpretability, and efficiency. Finally, we discuss open challenges and ways forward beyond this thesis.
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Chapter 1

Introduction

1.1 Background and Motivation

The task of question answering requires the system to provide a short answer to a user question expressed in natural language. Question answering research has attracted lots of attention due to its broad applications, including commercial search engines, personal assistants and domain-specific FAQs. A typical QA pipeline mainly consists of two parts, the retriever and the reader. The retriever part is responsible for narrowing down the possible answer space from unbounded to a finite number of evidence documents, which is usually less than a few hundred. The reader then further processes the outputs of the retriever to deduce the answer. Like humans, QA systems need the knowledge to provide accurate answers, and this knowledge can be categorized as explicit or implicit. Explicit knowledge usually takes the human-readable format, such as raw text, structured tables, knowledge graphs, etc, whereas implicit knowledge is only stored in model parameters learned from training. Traditional QA systems typically only leverage explicit knowledge to answer the questions (for both retriever and reader), for example, sparse retrieval methods like BM25 (Robertson and Walker, 1994b) or TF-IDF (Chen et al., 2017) are used to find the evidence, and rule-based systems are adopted to analyze the question and derive the answers (Riloff and Thelen, 2000; Ferrucci et al., 2010). Such systems possess transparent reasoning process and efficient computation. However, since they rely on surface forms of the questions and documents (Robertson and Walker, 1994a; Robertson and Zaragoza, 2009), they would fail at capturing the relationship between questions and documents when they do not have lexical overlap.

Owing to the success of the pretrained language models (Devlin et al., 2019; Liu et al., 2019b; Raffel et al., 2019), recent works have shown that a large language model by itself already achieves very strong performance on challenging QA tasks (Brown et al., 2020; Wei et al., 2022b). These models do not require access to an explicit knowledge source, and they directly produce the answer given the question, based on the implicit knowledge encoded in their parameters. In this sense, the QA pipeline also reduces to a reader model only. Although it’s good to remove the evidence retrieval stage and have a one-step QA process, these methods only work well when scaling to hundreds of billions of parameters (Chowdhery et al., 2022). Consequently, they incur a large computation and memory cost, making it hard to deploy in real-world settings. Moreover, these
models’ reasoning processes are completely black-box to humans, which is also contrary to the users’ need for explainable results.

Although the implicit knowledge learned by language models comes from the abstraction of the explicit knowledge in the training corpus, these two types of knowledge are often complementary to each other in practice. Intuitively, language models are good at memorizing the high-frequency patterns in the training data, and they can generalize well to similar cases at inference time. However, they struggle with long-tail facts/knowledge that are rarely observed in the data, i.e. it’s hard for the models to encode/store less frequent observations as their implicit knowledge. These cases can be easily addressed by referring directly to the explicit knowledge at tasks’ execution time, thus it’s often desirable to incorporate both types of knowledge when building QA systems. Due to such complementary nature of explicit knowledge and implicit knowledge, numerous research efforts have been focused on combining both of them for QA (Karpukhin et al., 2020; Lin et al., 2019; Oguz et al., 2020). However, it remains an open question about how to best integrate both types of knowledge in one system because of the versatile formats of explicit knowledge and their interplay with implicit knowledge. Also, most previous work focuses on building customized models for specific datasets without paying much attention to the following three important aspects:

- **Generalization**: Within the scope of this thesis, we consider the term generalization in the following three dimensions. 1) Generalization w.r.t. vocabulary/topic domain. For example, a well-trained model should be able to generalize to both the history domain and the science domain. 2) Generalization w.r.t. format of required knowledge. As previously discussed, explicit knowledge could be presented in the format of unstructured text, tables or knowledge graphs. A single model should be able to handle questions that require reasoning over different formats of knowledge. 3) Generalization w.r.t. questions of different levels of complexity. For example, the model should be able to solve both single-hop questions and multi-hop questions. Ideally, a QA system that has acquired robust reasoning ability should be able to generalize to the aforementioned scenarios. However, several studies have pointed out that models trained on one dataset do not generalize well to other tasks (differed by topic domain). (Pugaliya et al., 2019; Talmor and Berant, 2019) When it comes to the handling of different types of knowledge, previous work usually requires dedicated modules for each knowledge format, e.g. tables-specific encoding modules (Herzig et al., 2021) or KB-specific retriever system (Oguz et al., 2020). These approaches hardly generalize to other modalities of knowledge, combining all of them may lead to an overly complicated system. Finally, previous work builds separate models for solving single-hop questions or multi-hop questions, which do not work well for other question types outside their training coverage (Chen et al., 2020d; Zhong et al., 2022). Such solutions are less applicable in realistic settings because the question types are unknown beforehand.

- **Interpretability**: Regarding interpretability, we only refer to the explicit knowledge part of the system within the scope of this thesis. In particular, we consider the following aspect of interpretability: Being able to trace the model’s reasoning process, i.e. understanding how the model arrives at its decision at every step. Ideally, a trustworthy QA system should be able to explain its reasoning step by step much like a human. Interpretability is especially important for solving complex questions, as the model would need multiple steps of reasoning...
to infer the answer, i.e. multiple pieces of evidence. Having a transparent reasoning process would enable trustworthy predictions and easy error analysis. Previous works on complex QA did not pay much attention to these aspects of the system. One popular approach is to only rely on language models to encode the question and context document to automatically build up the reasoning chain (Xiong et al., 2020b; Khattab et al., 2021), without considering the relationship across documents. However, it’s hard to localize the clue that bridges individual pieces of evidence. This makes it hard to understand the cause of errors when the model makes mistakes and contradicts the users’ need for explainable results.

- **Efficiency**: Within this thesis, we consider efficiency in terms of memory, computation and storage cost. Specifically, it’s desirable to have a smaller overall model size such that the memory footprint and storage cost can be reduced. Consequently, the model would be able to run in environments with limited computation resources. Moreover, it’s desired to have reduced computation, as it could also lead to improved inference speed, making it more applicable to real-world use cases. Previous research in QA mostly focused on getting state-of-the-art accuracy, without concerning too much about the model sizes and computation, (Izacard and Grave, 2021; Sanh et al., 2021), which makes them infeasible to use in many scenarios. Besides the single model’s size, when the overall QA system contains multiple modules, these modules are often separately trained and used (Ma et al., 2022b), leading to increased redundancy.

### 1.2 Concepts and Terminology

We first define and introduce some of the frequently used concepts and terminology in this thesis.

- **Transformers** (Vaswani et al., 2017) is a recently introduced neural network architecture that has revolutionized the NLP field. The basic building block of Transformers is a transformer layer. A transformer layer takes a sequence of encoded token representations as input. It first computes the multi-head self-attention of the inputs, followed by layer normalization (Ba et al., 2016). Then it projects the encoded representations with two feed-forward layers, followed by another layer normalization. Formally, let $h \in \mathbb{R}^{m \times d}$ be the embedded token sequence where $m$ represent the number of tokens and $d$ represent the hidden dimension:

\[
Q = h \cdot W^q \\
K = h \cdot W^k \\
V = h \cdot W^v
\]

\[
\text{Attn} = \text{softmax}(\frac{QK^T}{\sqrt{d}})V \tag{1.4}
\]

\[
\text{SelfOut} = \text{LayerNorm}(h + \text{Attn} \cdot W^e) \tag{1.5}
\]

\[
\text{Out} = \text{LayerNorm}((\text{SelfOut} + (\text{ACTFN}((\text{SelfOut} \cdot W^1) \cdot W^2))) \tag{1.6}
\]

where $W^q, W^k, W^v, W^e \in \mathbb{R}^{d \times d}, W^1 \in \mathbb{R}^{d \times 4d}, W^2 \in \mathbb{R}^{4d \times d}$ are learnable weights. ACTFN
is a non-linear activation function. In practice, multiple transformer layers are stacked together to form a transformer encoder, and the model is usually trained end-to-end.

- **BERT** (Devlin et al., 2019) is a bi-directional encoder-only transformer model. The model consists of stacked transformer layers (12 layers for base size and 24 layers for large size) and is pretrained on large text corpora with self-supervision only. In particular, the model is pretrained with masked language modeling (MLM) and next-sentence prediction (NSP) objectives. For MLM, 15% of tokens in the input sequence are randomly masked and the model is trained to predict the masked tokens. For NSP, two sentences are randomly sampled and the model is trained to predict if they are consecutive sentences in the original documents. After pretraining, the model can be finetuned for many NLP tasks by simply adding a task-specific output layer on top.

- **Bi-Encoder** is a popular architecture adopted by many recent works on dense retrievers (Karpukhin et al., 2020; Wu et al., 2020). The overall model usually consists of two BERT-style encoders, one for encoding questions and the other for encoding documents. The model is trained with a contrastive learning objective, where the model learns to map the positive documents closer to the question and push away the negative documents. Formally,

  $$L = -\frac{\exp(\text{sim}(q, d^+))}{\sum_{d' \in \mathcal{D} \cup \{d^+\}} \exp(\text{sim}(q, d'))}$$  \hspace{1cm} (1.7)

  where $$q \in \mathbb{R}^d$$ is the encoded question vector, $$d^+, d' \in \mathbb{R}^d$$ are the encoded positive document vector and negative document vector respectively, $$\mathcal{D}$$ is the document sets (usually all documents within the same batch). In practice, the randomly sampled negatives are easy to learn and distinguish, so harder negatives that provide more signals Xiong et al. (2020a) are mined to train the model.

- **Reader** is the model responsible for predicting the final answer given the question and provided evidence documents. There are two classes of reader models, namely extractive reader and generative reader. For the extractive reader, the model extracts a span of text from the evidence document as the answer. In practice, the model consists of an encoder to process the input question and documents, which can be a BERT model. Then two linear layers are added on top of the encoder to predict the start and end token indices of the answer span. Formally,

  $$P_{\text{Start}} = \text{Softmax}(C \cdot W^s)$$  \hspace{1cm} (1.8)

  $$P_{\text{End}} = \text{Softmax}(C \cdot W^e),$$  \hspace{1cm} (1.9)

  where $$W^s, W^e \in \mathbb{R}^d$$ are learnable weights and $$C \in \mathbb{R}^{m \times d}$$ is the output sequence from the encoder. For the generative reader, the model similarly encodes the input question and documents with a BERT-like model. Then the model generative the answer token-by-token in an autoregressive fashion. The extractive reader possesses the advantage of always grounding the predicted answer to input documents, thus preventing hallucination by design. However,
it cannot handle cases where no span of the input text can answer the question, i.e. the information needs to be gathered and fused from different places. On the other hand, the generative reader is able to generate novel answers not found within the documents, which offers greater flexibility and addresses the shortcomings of the extractive reader. However, they suffer from hallucinations. Thus, efforts have been made to combine the advantage of both kinds of reader models by ensemble Cheng et al. (2021b).

- **Close-book** and **Open-book** are two popular settings studied by recent QA literature. In the close-book setting, the model only has the reader component, and all the necessary knowledge required to answer the question is assumed to be given or already learned, similar to a human close-book test. A popular kind of close-book task setup is also called **Reading Comprehension**. In this setting, the model is given a context paragraph along with the question. Thus the main challenge lies in understanding the context. For open-book settings, the model has both retriever and reader components. The model is only given the question, and it has access to external corpora where it can find evidence documents that help answer the question, similar to a human open-book test. In this thesis, we study both close-book settings and open-book settings, and we put more focus on open-book settings due to their proximity to real-world scenarios.
1.3 Thesis Overview

With the aforementioned issues in mind, in this thesis, we introduce solutions for building generalizable, interpretable, and efficient QA systems. We show that modularized systems that incorporate diverse explicit knowledge and allow implicit knowledge sharing are able to generalize across different domains, knowledge types, and question types, offer interpretable reasoning processes, and achieve improved modeling efficiency. To this end, we propose three solution elements towards this goal, namely hybrid knowledge fusion, modularized knowledge framework, and modularized knowledge sharing. As illustrated in Figure 1.1, each of these elements builds on top of the previous ones and makes a step forward towards encompassing all aspects of the ideal system. In Figure 1.2, we show the grid view of the components of this thesis. As previously discussed, a QA system mainly consists of the retriever part and the reader part. For the boxes with check marks, we assume that the foundations we built upon have already reached the target state, i.e. both the retriever and the reader model have already gained implicit knowledge from pretraining, and the retriever has gained access to a corpus of explicit knowledge. Then we aim to turn the remaining question marks in the grid into check marks, by proposing the three solution elements.

Next, we present the overview of these three solution elements.

• **Hybrid Knowledge Fusion**: In this part, we study the interplay between explicit knowledge and implicit knowledge, in the context of multiple-choice commonsense QA tasks. In particular, we present various methods for injecting the symbolic knowledge from the commonsense knowledge graphs into pretrained language models, with a focus on improving the generalizability of the reader component across different domains.

  – In chapter 2, We proposed different ways of knowledge elicitation based on the characteristics of the knowledge graph, including both heuristic-based extraction and freeform generation (HyKAS). We focused on the supervised setting and experimented with an attention-based late-fusion method and pretraining the model on flattened KG. Our results show that attention injection is more robust when the alignment between the QA tasks and the knowledge graphs is unknown, and naive pretraining could lead to catastrophic forgetting. This work is published in the COIN workshop at EMNLP 2019 (Ma et al., 2019).
  
  – In chapter 3, we proposed a zero-shot QA framework that transforms a consolidated commonsense knowledge graph into synthetic QA sets, and trains language models on the synthetic QA data (HyKAS-CSKG). By covering a variety of commonsense
knowledge graphs, we show that the resulting model can generalize to a diverse set of tasks focusing on different aspects of commonsense and achieve significant gains over previous baselines in a zero-shot setting. This work is published at AAAI 2021 (Ma et al., 2020).

Overall these two chapters contribute methods that effectively combine the explicit knowledge graphs and implicit knowledge from language models, which improved the reader’s generalizability on commonsense QA tasks across different domains. However, the first part of the thesis has only focused on commonsense QA tasks that contain mostly single-hop questions and leveraged knowledge graphs that are limited in scale. Moreover, the retriever component, which is essential for interpretable explicit knowledge, is understudied. These observations motivate us to dive into the next solution element of the thesis.

- **Modularized Knowledge Framework**: In this part, we present two modularized frameworks for solving open-domain question answering (ODQA) tasks, UDT-QA and CORE. One for building a unified knowledge interface for different kinds of web-scale structured knowledge, and another for decomposing the QA reasoning process into discrete steps such that one single system can handle both single-hop and multi-hop questions. Here, we improve the generalizability of both the retriever and the reader by enabling them to handle heterogeneous structured knowledge and questions of different complexity, and we further enhance the interpretability of the retriever with discrete reasoning operations.

  - In chapter 4, we proposed a verbalizer-retriever-reader framework for ODQA (UDT-QA). We proposed to treat text as a universal knowledge interface and introduced a novel verbalizer model to convert structured tables and knowledge base subgraphs into text. Consequently, we can use one single retriever-reader system to answer the questions without relying on knowledge type-specific modules. Our results show that our verbalizer works well for both tables and KB and the verbalized knowledge brings consistent gains over the raw knowledge format. This work is published at ACL 2022 (Ma et al., 2022b).

  - In chapter 5, we proposed a chain-of-reasoning framework (CORE) that decomposes the overall QA reasoning process into discrete operations: retrieve, link, rerank, and read. This formulation naturally covers both simple questions and complex questions’ reasoning pipelines. Within this framework, each reasoning step can be implemented by a separate module, and each module operates on the outputs of previous modules which offers transparent intermediate results. We show that our framework can solve both single-hop questions and multi-hop questions using one single model. Our framework also offers better interpretability by enabling the trace of the expanding entity mentions in the tables. This work is published at EMNLP 2022 (Findings) (Ma et al., 2022a).

Overall, the proposed method from these two chapters led to generalization across different modalities of knowledge and different question types for both the retriever and reader, and we also gained improved interpretability through reasoning decomposition and knowledge
verbalization. However, one problem arises that our framework contains many individual modules, which are completely separated. Consequently, storing and running all of these modules may incur a large computation burden. Motivated by this observation, we proceed to the next solution element of this thesis where we try to improve the efficiency of the system.

- **Modularized Knowledge Sharing**: In this part, we build QA systems that retain the advantages mentioned in previous chapters, while achieving better modeling efficiency. We observe that some components of the QA system proposed in the previous chapter share similar model architectures or objectives, thus it presents an opportunity to merge them together. In this way, we are able to improve the retriever components’ memory and computation efficiency while keeping its generalization and interpretability.

  - In chapter 6, we proposed a chain-of-skills framework (COS) that learns multiple reasoning skills jointly within one shared encoder, including single-retrieval, expanded-retrieval, span-detection, entity linking and reranking skills. This essentially merged individual modules from the CORE framework in Chapter 5 into one model, therefore significantly reducing the model size. On top of this, we introduced novel ways of reformulating the task training objectives and added skill-specific specialization layers to reduce task interference. The model is trained with multi-task learning. Once trained, we can flexibly configure the inference pipeline for solving seen and unseen tasks, i.e. by chaining the skills in different order or combination. Therefore, the model achieves greater generalization to different tasks, and the chain-of-skill inference naturally offers interpretable intermediate results. Moreover, merging the modules enables one forward pass to produce representations used for multiple skills, which greatly improves computation efficiency. This work is published at ACL 2023 (Ma et al., 2023).
Chapter 2

Towards Generalizable Neuro-Symbolic Systems for Commonsense Question Answering

Language models like BERT (Devlin et al., 2019) are pretrained on large corpora of text, and they have acquired a decent amount of implicit knowledge from the pretraining process. Consequently, they serve as good bases for building task-specific models. However, previous studies have pointed out that these models still lack appropriate knowledge for solving certain reasoning tasks, e.g. commonsense question answering, which hinders their applicability. In this chapter, we study methods that incorporate additional explicit knowledge into these models for building more generalizable QA systems. In particular, we proposed different methods for eliciting suitable knowledge from different commonsense knowledge graphs. We also experimented with various ways of fusing this explicit knowledge with the model’s implicit knowledge (hybrid knowledge). Our results show that the attention-based late-fusion method is a more robust method for knowledge fusion compared to naive pretraining.

2.1 Introduction

With the recent success of large pre-trained language models (Devlin et al., 2019; Radford et al., 2019; Yang et al., 2019; Liu et al., 2019b), model performance has reached or surpassed human-level capability on many previous question-answering (QA) benchmarks (Hermann et al., 2015; Rajpurkar et al., 2016; Lai et al., 2017). However, these benchmarks do not directly challenge model reasoning capability, as they require only marginal use of external knowledge to select the correct answer, i.e., all the evidence required to solve questions in these benchmarks is explicit in the context lexical space. Efforts have been made towards building more challenging datasets that, by design, require models to synthesize external commonsense knowledge and leverage more sophisticated reasoning mechanisms (Zhang et al., 2018; Ostermann et al., 2018), showing that the previous state-of-the-art models often struggle to solve these newer tasks reliably. As a result, commonsense has received a lot of attention in other areas as well, such as natu-
ral language inference (Zellers et al., 2018b, 2019) and visual question answering (Zellers et al., 2018a). Despite the importance of commonsense knowledge, however, previous work on QA methods takes a coarse-grained view of commonsense, without considering the subtle differences across the various knowledge types and resources. Such differences have been discussed at length in AI by philosophers, computational linguists, cognitive psychologists (see for instance (Davis, 2014)): at the high level, we can identify declarative commonsense, whose scope encompasses factual knowledge, e.g., ‘the sky is blue’, ‘Paris is in France’; taxonomic knowledge, e.g., ‘football players are athletes’, ‘cats are mammals’; relational knowledge, e.g., ‘the nose is part of the skull’, ‘handwriting requires a hand and a writing instrument’; procedural commonsense, which includes prescriptive knowledge, e.g., ‘one needs an oven before baking cakes’, ‘the electricity should be off while the switch is being repaired’ (Hobbs et al., 1987); sentiment knowledge, e.g., ‘rushing to the hospital makes people worried’, ‘being in vacation makes people relaxed’; and metaphorical knowledge (e.g., ‘time flies’, ‘raining cats and dogs’). We believe that it is important to identify the most appropriate commonsense knowledge type required for specific tasks, in order to get better downstream performance. Once the knowledge type is identified, we can then select the appropriate knowledge base(s), and the suitable neural integration mechanisms (e.g., attention-based injection, pre-training, or auxiliary training objectives).

Accordingly, in this work we conduct a comparison study of different knowledge bases and knowledge integration methods, and we evaluate model performance on two multiple-choice QA datasets that explicitly require commonsense reasoning. In particular, we used ConceptNet (Speer et al., 2017) and the recently-introduced ATOMIC (Sap et al., 2019a) knowledge resources, integrating them with the Option Comparison Network model (OCN; Ran et al. (2019)), a recent state-of-the-art model for multiple choice QA tasks. We evaluate our models on the DREAM (Sun et al., 2019b) and CommonsenseQA (Talmor et al., 2019) datasets. An example from DREAM that requires commonsense is shown in Table 2.1, and an example from CommonsenseQA is shown in Table 2.2. Our experimental results and analysis suggest that attention-based injection is preferable for knowledge integration and that the degree of domain overlap, between knowledge-base and dataset, is vital to model success.1

---

**Dialogue:**

M: I hear you drive a long way to work every day.
W: Oh, yes. it’s about sixty miles. but it doesn’t seem that far, the road is not bad, and there’s not much traffic.

**Question:**

How does the woman feel about driving to work?

**Answer choices:**

A. She doesn’t mind it as the road conditions are good.*
B. She is unhappy to drive such a long way everyday.
C. She is tired of driving in heavy traffic.

---

**Table 2.1:** An example from the DREAM dataset; the asterisk (*) denotes the correct answer.

---

1From a terminological standpoint, ‘domain overlap’ here must be interpreted as the overlap between question types in the targeted datasets, and types of commonsense represented in the knowledge bases under consideration.
Table 2.2: An example from the CommonsenseQA dataset; the asterisk (*) denotes the correct answer.

2.2 Related Work

It has been recognized that many recent QA tasks require external knowledge or commonsense to solve, and numerous efforts have been made in injecting commonsense into neural models. Bauer et al. (2018) introduced a pipeline for extracting grounded multi-hop commonsense relation paths from ConceptNet and proposed to inject commonsense knowledge into neural models’ intermediate representations, using attention. Similarly, Mihaylov and Frank (2018) also proposed to extract relevant knowledge triples from ConceptNet and use Key-Value Retrieval (Miller et al., 2016) to gather information from knowledge to enhance the neural representation. Zhong et al. (2018) proposed to pre-train a scoring function using knowledge triples from ConceptNet, to model the direct and indirect relation between concepts. This scoring function was then fused with QA models to make the final prediction. Pan et al. (2019) introduced an entity discovery and linking system to identify the most salient entities in the question and answer options. Wikipedia abstracts of these entities are then extracted and appended to the reference documents to provide additional information. Weissenborn et al. (2018) proposed a strategy of dynamically refining word embeddings by reading input text as well as external knowledge, such as ConceptNet and Wikipedia abstracts. More recently, Lin et al. (2019) proposed to extract sub-graphs from ConceptNet and embed the knowledge using Graph Convolutional Networks (Kipf and Welling, 2016). Then the knowledge representation is integrated with word representation through an LSTM layer and hierarchical attention mechanism. Lv et al. (2019) introduced graph-based reasoning modules that take both ConceptNet knowledge triples and Wikipedia text as inputs to refine word representations from a pretrained language model and make predictions.

Commonsense knowledge integration has also received a lot of attention on many other tasks. Tandon et al. (2018) proposed to use commonsense knowledge as hard/soft constraints to bias the neural model’s prediction on a procedural text comprehension task. Ma et al. (2018) proposed to use embedded affective commonsense knowledge inside the LSTM cell to control the information flow in each gate for the sentiment analysis task. Li and Srikumar (2019) presented a framework to convert declarative knowledge into first-order logic that enhances neural networks’ training and prediction. Peters et al. (2019) and Levine et al. (2020) both tried to inject knowledge into language models by pretraining on knowledge bases.

Previous works only focus on using external knowledge sources to improve model performance on certain tasks, disregarding the type of commonsense knowledge and how the domain of the knowledge resource affects results on downstream tasks. In this paper, we examine the roles of the
knowledge-base domain and specific integration mechanisms on model performance.

2.3 Approach Overview

In this section, we describe the model architecture used in our experiments. Next, we introduce two popular knowledge resources, we define our knowledge-extraction method, then we illustrate various neural knowledge-integration mechanisms.

2.3.1 Model architecture

The BERT model (Devlin et al., 2019) has been applied to numerous QA tasks and has achieved very promising performance, particularly on the DREAM and CommonsenseQA datasets. When utilizing BERT on multiple-choice QA tasks, the standard approach is to concatenate the dialogue context and the question with each answer-option, in order to generate a list of tokens which is then fed into the BERT encoder; a linear layer is added on top, in order to predict the answer. One aspect of this strategy is that each answer option is encoded independently: from a cognitive perspective, this aspect contradicts how humans typically solve multiple-choice QA tasks, namely by weighing each option to find correlations within them, in addition to correlations with respect to the question. To address this issue, Ran et al. (2019) introduced the Option Comparison Network (OCN) that explicitly models pairwise answer-option interactions, making OCN better-suited for multiple-choice QA task structures. We re-implemented OCN while keeping BERT as its upstream
Specifically, given a dialogue $D$, a question $Q$, and an answer-option $O_k$, we concatenate them and encode with BERT to get hidden representation $T_{enc} \in \mathbb{R}^{n \times d}$:

$$T_{enc} = \text{BERT}(D; Q; O_k) \tag{2.1}$$

Where $d$ is the size of BERT’s hidden representation and $n$ is the total number of words. Next, the dialogue encoding $D_{enc} \in \mathbb{R}^{n_d \times d}$, question encoding $Q_{enc} \in \mathbb{R}^{n_q \times d}$, and answer-option encoding $O_{k,enc} \in \mathbb{R}^{n_o \times d}$ are separated from $T_{enc}$. Here, option-encoding consists both of question and option, i.e. $Q_{enc} \subseteq O_{k,enc}$ and $n_d + n_o = n$, as suggested by Ran et al. (2019). Given a set of options $O_k$ ($k = 1, 2, \ldots$), these options are compared, pairwise, using standard tri-linear attention (Seo et al., 2016):

$$\text{Att}(u, v) = W_1 \cdot u + W_2 \cdot v + (W_3 \circ v) \cdot u \tag{2.2}$$

Where, $W_1, W_2, W_3 \in \mathbb{R}^d$ are trainable weights and $u \in \mathbb{R}^{x \times d}$, $v \in \mathbb{R}^{y \times d}$ are input matrices; $x$ and $y$ here are generic placeholder for input lengths; matrix multiplication and elementwise multiplication are denoted by $(\cdot)$ and $(\circ)$, respectively. Next, we gather information from all other options, to form a new option representation $O_{k,new} \in \mathbb{R}^{n_o \times d}$. Formally, given option $O_{k,enc}$ and another option $O_{l,enc} \in \mathbb{R}^{n_l \times d}$, $O_{k,new}$ is computed as follows:

$$O_k^l = O_{l,enc} \cdot \text{Att}(O_{l,enc}, O_{k,enc}) \tag{2.3}$$

$$\tilde{O}_k^l = [O_{k,enc} - O_k^l; O_{k,enc} \circ O_k^l] \tag{2.4}$$

$$O_{k,new} = \text{tanh}(W_c \cdot [O_{k,enc}; \{\tilde{O}_k^l\}_{l \neq k}]) \tag{2.5}$$

Where, $W_c \in \mathbb{R}^{(d+2d(|O|)-1) \times d}$, $|O|$ denotes total number of options and $n_l$ denotes the number of words in the compared option. Then, a gating mechanism is used to fuse the option-wise correlation information $O_{k,new}$ with the current option-encoding $O_{k,enc}$. Gating values are computed as:

$$G = \text{sigmoid}(W_g[O_{k,enc}; O_{k,new} ; \tilde{Q}]) \tag{2.6}$$

$$\tilde{Q} = Q_{enc} \cdot \text{softmax}(Q_{enc} \cdot V_a)^T \tag{2.7}$$

$$O_{fuse} = G \circ O_{k,enc} + (1 - G) \circ O_{k,new} \tag{2.8}$$

Because the newly-released XLNet has outperformed BERT on various tasks, we considered using XLNet as the OCN’s encoder. However, from our initial experiments, XLNet is very unstable, in that it easily provides degenerate solutions—a problem noted by Devlin et al. (2019) for small datasets. We found BERT to be more stable in our study.
Here, $W_g \in \mathbb{R}^{3d \times d}$ and $V_a \in \mathbb{R}^{d \times 1}$. Co-attention (Xiong et al., 2016) is applied to re-read the dialogue, given the fused option-correlation features:

\begin{align*}
A_{do} &= \text{Att}(D_{enc}, O_{fuse}) \\
A_{od} &= \text{Att}(O_{fuse}, D_{enc}) \\
O_d &= A_{od} \cdot [D_{enc}; A_{do} \cdot O_{fuse}] \\
\tilde{O}_d &= \text{ReLU}(W_p([O_d; O_{fuse}]))
\end{align*}

Here, $W_p \in \mathbb{R}^{3d \times d}$. Finally, self-attention (Wang et al., 2017) is used to compute final option representation $\tilde{O}_f \in \mathbb{R}^{n_o \times d}$:

\begin{align*}
O_s &= \tilde{O}_d \cdot \text{Att}(\tilde{O}_d, \tilde{O}_d) \\
O_f &= [\tilde{O}_d; O_s; \tilde{O}_d - O_s; \tilde{O}_d \circ O_s] \\
\tilde{O}_f &= \text{ReLU}(W_f \cdot O_f)
\end{align*}

Unlike the vanilla BERT model, which takes the first token to predict the answer, max-pooling is applied on the sequence dimension of $\tilde{O}_f \in \mathbb{R}^{n_o \times d}$, in order to generate the final prediction.

### 2.3.2 Knowledge bases

The first knowledge base we consider for our experiments is ConceptNet (Speer et al., 2017). ConceptNet contains over 21 million edges and 8 million nodes (1.5 million nodes in the partition for the English vocabulary), generating triples of the form $(C_1, r, C_2)$: the natural-language concepts $C_1$ and $C_2$ are associated by commonsense relation $r$, e.g., $(dinner, AtLocation, restaurant)$. Thanks to its coverage, ConceptNet is one of the most popular semantic networks for commonsense. ATOMIC (Sap et al., 2019a) is a new knowledge base that focuses on procedural knowledge. Triples are of the form $(Event, r, \{Effect|Persona|Mental-state\})$, where head and tail are short sentences or verb phrases and $r$ represents an if-then relation type. An example would be: (X compliments Y, xIntent, X wants to be nice). Since both DREAM and CommonsenseQA datasets are open-domain and require general commonsense, we think these knowledge bases are most appropriate for our investigation.

### 2.3.3 Knowledge elicitation

**ConceptNet.** For the DREAM dataset, we find ConceptNet relations that connect dialogues and questions to the answer options. The intuition is that these relation paths would provide explicit evidence that would help the model find the answer. Formally, given a dialogue $D$, a question $Q$, and an answer-option $O$, we find all ConceptNet relations $(C_1, r, C_2)$, such that $C_1 \in (D + Q)$ and $C_2 \in O$, or vice versa. This rule works well for single-word concepts. However, a large number of concepts in ConceptNet are actually phrases, and finding exactly matching phrases in $D/Q/O$ is much harder. To fully utilize phrase-based ConceptNet relations, we relaxed the exact-match
constraint to the following:

\[
\frac{\text{# words in } C \cap S}{\text{# words in } C} > 0.5
\]  

(2.16)

Here, \( S \) represents \( D/Q/O \), depending on which sequence we try to match the concept \( C \) to. Additionally, when the part-of-speech (POS) tag for a concept is available, we make sure it matches the POS tag of the corresponding word in \( D/Q/O \). For CommonsenseQA, we use the same procedure to find ConceptNet relations for each answer option, except that only \( Q \) is present and used. Table 2.3 shows the extracted ConceptNet triples for the CommonsenseQA example in Table 2.2. It is worth noting that we are able to extract the original ConceptNet sub-graph that was used to create the question, along with some extra triples. Although not perfect, the bold ConceptNet triple does provide some clue that could help the model resolve the correct answer.

<table>
<thead>
<tr>
<th>Options</th>
<th>Extracted ConceptNet triples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bank</td>
<td>(revolving door AtLocation bank) (bank RelatedTo security)</td>
</tr>
<tr>
<td>Library</td>
<td>(revolving door AtLocation library)</td>
</tr>
<tr>
<td>Department Store</td>
<td>(revolving door AtLocation store) (security IsA department)</td>
</tr>
<tr>
<td>Mall</td>
<td>(revolving door AtLocation mall)</td>
</tr>
<tr>
<td>New York</td>
<td>(revolving door AtLocation New York)</td>
</tr>
</tbody>
</table>

Table 2.3: Extracted ConceptNet relations for sample shown in Table 2.2.

<table>
<thead>
<tr>
<th>Input sentence</th>
<th>Generated ATOMIC relations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Utterance 1</td>
<td>(xAttr dedicated) (xWant to get to work)</td>
</tr>
<tr>
<td>Utterance 2</td>
<td>(xAttr far) (xReact happy) (xWant to get to their destination)</td>
</tr>
<tr>
<td>Option A</td>
<td>(xAttr calm) (xWant to avoid the road)</td>
</tr>
<tr>
<td>Option B</td>
<td>(xAttr careless) (xReact annoyed) (xEffect get tired)</td>
</tr>
<tr>
<td>Option C</td>
<td>(xAttr frustrated) (xEffect get tired) (xWant to get out of car)</td>
</tr>
</tbody>
</table>

Table 2.4: Sample generated ATOMIC relations for sample shown in Table 2.1.

ATOMIC. We observe that many questions in DREAM inquire about the agent’s opinion and feelings. Superficially, this particular question type seems well-suited for ATOMIC, whose focus is on folk psychology and related general implications; we could frame our goal as evaluating whether ATOMIC can provide relevant knowledge to help answer these questions. However, one challenge to this strategy is that heads and tails of knowledge triples in ATOMIC are short sentences or verb phrases, while rare words and person-references are reduced to blanks and PersonX/PersonY, respectively. This calls for a new matching procedure, different from the ConceptNet extraction strategy, for eliciting ATOMIC-specific relations: we rely on the recently-published COMET model (Bosselut et al., 2019) to generate new ATOMIC relations, with intermediate phrasal resolutions. In particular, we first segmented all dialogues, questions, and answer options into sentences. We further segment long sentences into sub-sentences, using commas as separators. Because only verb phrases satisfy the definition of an “event” in ATOMIC (i.e., relations are only invoked by
verbs), we remove all sentences/sub-sentences that do not contain any verb. Next, we use a pre-trained COMET model (Bosselut et al., 2019) to generate all possible ATOMIC relations, for all candidate sentences/sub-sentences and we use greedy-decoding to take the 1-best sequences. Table 2.4 shows the sample ATOMIC relations, generated using the DREAM example in Table 2.1. It is interesting to note that the reaction for the woman agent (second utterance) is identified as happy, since she said that ‘the road is not bad.’ If we compare the identified attributes for answer options, the one from the correct answer seems to be semantically closer than the other two.

### 2.3.4 Knowledge injection

Given previously extracted/generated knowledge triples, we need to integrate them with the OCN model. Inspired by Bauer et al. (2018), we propose to use attention-based injection. For ConceptNet knowledge triples, we first convert concept-relation tokens into regular tokens, in order to generate a pseudo-sentence. For example, "(book, AtLocation, library)" would be converted to "book at location library." Next, we use the BERT embedding layer to generate an embedding of this pseudo-sentence, with $C$ denoting a ConceptNet relation:

$$H_C = \text{BiLSTM}(C)$$  \hspace{1cm} (2.17)

If we let $H_C \in \mathbb{R}^{1 \times 2l}$ be the concatenation of the final hidden states and $l$ be the number of hidden units in the LSTM layer, then $m$ ConceptNet relations would yield the commonsense knowledge matrix $H_M \in \mathbb{R}^{m \times 2l}$. We adopt the attention mechanism used in QAnet (Yu et al., 2018b) to model the interaction between $H_M$ and the BERT encoding output $T_{enc}$ (from Equation 2.1):

$$\tilde{H}_M = H_M \cdot W_{proj}$$  \hspace{1cm} (2.18)

$$S = \text{Att}(H_M, T_{enc})$$  \hspace{1cm} (2.19)

$$A_m = \text{softmax}(S) \cdot \tilde{H}_M$$  \hspace{1cm} (2.20)

$$A_t = \text{softmax}(S) \cdot \text{softmax}(S^T) \cdot T_{enc}$$  \hspace{1cm} (2.21)

$$T_C = [T_{enc}; A_m; T_{enc} \circ A_m; T_{enc} \circ A_t]$$  \hspace{1cm} (2.22)

$$T_{out} = \text{ReLU}(T_C \cdot W_a)$$  \hspace{1cm} (2.23)

Specifically, $H_M$ is first projected into the same dimension as $T_{enc}$, using $W_{proj} \in \mathbb{R}^{2l \times d}$. Then, the similarity matrix $S \in \mathbb{R}^{m \times n}$ is computed using tri-linear attention, as in Equation 2.2. We then use $S$ to compute text-to-knowledge attention $A_m \in \mathbb{R}^{n \times d}$ and knowledge-to-text attention $A_t \in \mathbb{R}^{n \times d}$. Finally, the knowledge-aware textual representation $T_{out} \in \mathbb{R}^{n \times d}$ is computed, where $W_a \in \mathbb{R}^{d \times d}$. $T_{out}$ is fed to subsequent layers (in place of $T_{enc}$), in order to generate the prediction. The model structure with knowledge injection is summarized in Figure 2.1.

For ATOMIC knowledge triples, the injection method is slightly different. Because heads of these knowledge triples are sentences/utterances and the tails contain attributes of the persons (i.e., subject and object of the sentence), it is not possible to directly inject the knowledge triples, as-is. We replace the heads of the ATOMIC knowledge triples with the corresponding speaker for dialogues and leave them as blank for the answer-options. Next, we convert the special rela-
tion tokens into regular tokens, e.g., “xIntent” ⇒ “intent” and “oEffect” ⇒ “others effect”, to make pseudo-sentences. As a result, an ATOMIC relation “(the road is not bad, xReact, happy)” would be converted to “(W, react, happy).” Moreover, as the ATOMIC knowledge triples are associated with dialogues and answer options, independently, we inject option relations into $O_{enc} \in \mathbb{R}^{n_o \times d}$ and dialogue relations into $D_{enc}$, respectively, using the injection method described above.

## 2.3.5 Knowledge pre-training

Pre-training large-capacity models (e.g., BERT, GPT (Radford et al., 2019), XLNet (Yang et al., 2019)) on large corpora, then fine-tuning on more domain-specific information, has led to performance improvements on various tasks. Inspired by this, our goal in this section is to observe the effect of pre-training BERT on commonsense knowledge and refine the model on task-specific content from our DREAM and CommonsenseQA corpora. Essentially, we would like to test if pre-training on our external knowledge resources can help the model acquire commonsense. For the ConceptNet pre-training procedure, pre-training BERT on pseudo-sentences formulated from ConceptNet knowledge triples does not provide much gain on performance. Instead, we trained BERT on the Open Mind Common Sense (OMCS) corpus (Singh et al., 2002), the original corpus that was used to create ConceptNet. We extracted about 930K English sentences from OMCS and randomly masked out 15% of the tokens; we then fine-tuned BERT, using a masked language model objective. Then we load this fine-tuned model into OCN and train on DREAM and CommonsenseQA tasks. As for pre-training on ATOMIC, we again use COMET to convert ATOMIC knowledge triples into sentences; we created special tokens for 9 types of relations as well as blanks. Next, we randomly masked out 15% of the tokens, only masking out tail-tokens. We use the same OMCS pre-training procedure.

<table>
<thead>
<tr>
<th>Models</th>
<th>Dev Acc</th>
<th>Test Acc</th>
</tr>
</thead>
<tbody>
<tr>
<td>BERT Large(*)</td>
<td>66.0</td>
<td>66.8</td>
</tr>
<tr>
<td>XLNet(*)</td>
<td>-</td>
<td>72.0</td>
</tr>
<tr>
<td>OCN</td>
<td>70.0</td>
<td>69.8</td>
</tr>
<tr>
<td>OCN + CN injection</td>
<td>70.5</td>
<td>69.6</td>
</tr>
<tr>
<td>OCN + AT injection</td>
<td>69.6</td>
<td>70.1</td>
</tr>
<tr>
<td>OCN + OMCS pre-train</td>
<td>64.0</td>
<td>62.6</td>
</tr>
<tr>
<td>OCN + ATOMIC pre-train</td>
<td>60.3</td>
<td>58.8</td>
</tr>
</tbody>
</table>

**Table 2.5:** Results on DREAM; the asterisk (*) denotes results taken from leaderboard.

## 2.4 Experiments

### 2.4.1 Datasets

We choose to evaluate our hypotheses using the DREAM and CommonsenseQA datasets, because some / all questions require commonsense reasoning and because there remains a large gap between state-of-the-art models and human performance.
Table 2.6: Results on CommonsenseQA; the asterisk (*) denotes results taken from leaderboard.

<table>
<thead>
<tr>
<th>Models</th>
<th>Dev Acc</th>
</tr>
</thead>
<tbody>
<tr>
<td>BERT + OMCS pre-train(*)</td>
<td>68.8</td>
</tr>
<tr>
<td>RoBERTa + CSPT(*)</td>
<td>76.2</td>
</tr>
<tr>
<td>OCN</td>
<td>64.1</td>
</tr>
<tr>
<td>OCN + CN injection</td>
<td>67.3</td>
</tr>
<tr>
<td>OCN + OMCS pre-train</td>
<td>65.2</td>
</tr>
<tr>
<td>OCN + ATOMIC pre-train</td>
<td>61.2</td>
</tr>
<tr>
<td>OCN + OMCS pre-train + CN inject</td>
<td>69.0</td>
</tr>
</tbody>
</table>

DREAM is a dialogue-based multiple-choice QA dataset, introduced by Sun et al. (2019b). It was collected from English-as-a-foreign-language examinations, designed by human experts. The dataset contains 10,197 questions for 6,444 dialogues in total, and each question is associated with 3 answer-options. The authors point out that 34% of questions require commonsense knowledge to answer, which includes social implication, speaker’s intention, or general world knowledge.

CommonsenseQA is a multiple-choice QA dataset that specifically measure commonsense reasoning (Talmor et al., 2019). This dataset is constructed based on ConceptNet (Speer et al., 2017). Specifically, a source concept is first extracted from ConceptNet, along with 3 target concepts that are connected to the source concept, i.e., a sub-graph. Crowd-workers are then asked to generate questions, using the source concept, such that only one of the target concepts can correctly answer the question. Additionally, 2 more distractor concepts are selected by crowd-workers so that each question is associated with 5 answer-options. In total, the dataset contains 12,247 questions. For CommonsenseQA, we evaluate models on the development-set only, since test-set answers are not publicly available.

2.4.2 Training details

For ease of comparison, we borrow hyperparameter settings from Pan et al. (2019); we used the BERT Whole-Word Masking Uncased model (Devlin et al., 2019) for all experiments. For DREAM experiments, we used a max sequence length of 512, batch size of 24, learning rate of $1e^{-5}$, and we trained the model for 16 epochs. For CommonsenseQA, we used a max sequence length of 60, batch-size of 32, learning rate of $1e^{-5}$, and trained for 8 epochs. For pre-training on OMCS, we used max sequence length of 35, batch size of 32, learning rate of $3e^{-5}$, and trained for 3 epochs. For pre-training on ATOMIC, the max sequence length is changed to 45, other hyper-parameters remain the same, and we only use the ATOMIC training set. When using OCN on CommonsenseQA, since there is no dialogue, we compute co-attention with $Q_{enc}$, in place of $D_{enc}$, in order to keep the model structure consistent.

2.4.3 Results

DREAM results are shown in Table 2.5, and CommonsenseQA results are shown in Table 2.6. For all of our experiments, we run 3 trials with different random seeds and we report average
scores in the tables. Evaluated on DREAM, our OCN model got a significant performance boost (+3.0%), compared to BERT-large from previous work. We think the reasons are that OCN is better suited for the task and that we used the BERT Whole-Word Masking Uncased model. OCN with ConceptNet knowledge injection achieves slightly better results on the development set, while ATOMIC knowledge injection helps achieve a small improvement on the test set. However, we recognize that these improvements are very limited; to our surprise, OCN pre-trained on OMCS or ATOMIC got significantly lower performance.

As for results on CommonsenseQA, ConceptNet knowledge injection provides a significant performance boost (+2.8%), compared to the OCN baseline, suggesting that explicit links from question to answer-options help the model find the correct answer. Pre-training on OMCS also provides a small performance boost to the OCN baseline. Since both ConceptNet knowledge injection and OMCS pre-training are helpful, we combine both approaches with OCN and we are able to achieve further improvement (+4.9%). Finally, similar to the results on DREAM, OCN pre-trained on ATOMIC yields a significant performance drop.

<table>
<thead>
<tr>
<th>Models</th>
<th>M(54)</th>
<th>S(15)</th>
<th>A+L(11)</th>
<th>L(228)</th>
<th>C+L(122)</th>
<th>C(14)</th>
<th>C+S(60)</th>
</tr>
</thead>
<tbody>
<tr>
<td>OCN</td>
<td>88.9</td>
<td>86.7</td>
<td>27.3</td>
<td>75.9</td>
<td>60.7</td>
<td>71.4</td>
<td>70.0</td>
</tr>
<tr>
<td>OCN + CN injection</td>
<td>83.3(-5.6)</td>
<td>86.7(+0.0)</td>
<td>18.2(-9.2)</td>
<td>76.8(+0.9)</td>
<td>59.8(-0.9)</td>
<td>64.3(-7.1)</td>
<td>78.3(+8.3)</td>
</tr>
<tr>
<td>OCN + AT injection</td>
<td>88.9(+0.0)</td>
<td>80.0(-6.7)</td>
<td>27.3(+0.0)</td>
<td>75.9(+0.0)</td>
<td>66.4(+5.7)</td>
<td>71.4(+0.0)</td>
<td>75(+5.0)</td>
</tr>
<tr>
<td>OCN + OMCS pre-train</td>
<td>70.4(-18.5)</td>
<td>73.3(-13.4)</td>
<td>45.4(+18.1)</td>
<td>69.7(-6.2)</td>
<td>48.4(-12.3)</td>
<td>57.1(-14.3)</td>
<td>68.3(-1.7)</td>
</tr>
<tr>
<td>OCN + ATOMIC pre-train</td>
<td>66.6(-22.3)</td>
<td>86.7(+0.0)</td>
<td>18.2(-9.2)</td>
<td>64.0(-11.9)</td>
<td>51.6(-9.1)</td>
<td>42.9(-28.5)</td>
<td>70.0(+0.0)</td>
</tr>
</tbody>
</table>

**Table 2.7:** Accuracies for each DREAM question type: M means Matching, S means Summary, L means Logic inference, C means Commonsense inference, and A means Arithmatic inference. Numbers beside types denote the number of questions of that type.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>OCN</td>
<td>64.9</td>
<td>65.5</td>
<td>65.1</td>
<td>55.4</td>
<td>69.6</td>
<td>64.1</td>
<td>57.1</td>
<td>66.7</td>
</tr>
<tr>
<td>+CN inj.</td>
<td>67.4(+2.5)</td>
<td>70.6(+4.1)</td>
<td>66.1(+1.0)</td>
<td>60.9(+5.5)</td>
<td>73.9(+4.3)</td>
<td>66.7(+2.6)</td>
<td>64.3(+7.2)</td>
<td>77.8(+11.1)</td>
</tr>
<tr>
<td>+OMCS</td>
<td>68.8(+3.9)</td>
<td>63.9(-2.6)</td>
<td>62.4(-2.7)</td>
<td>60.9(+5.5)</td>
<td>71.7(+2.1)</td>
<td>59.0(-5.1)</td>
<td>64.3(+7.2)</td>
<td>74.1(+7.4)</td>
</tr>
<tr>
<td>+ATOMIC</td>
<td>62.8(-2.1)</td>
<td>66.0(-0.5)</td>
<td>60.6(-4.5)</td>
<td>52.2(-3.2)</td>
<td>63.0(-6.6)</td>
<td>56.4(-7.7)</td>
<td>60.7(+3.6)</td>
<td>74.1(+7.4)</td>
</tr>
<tr>
<td>+OMCS+CN</td>
<td>71.6(+6.7)</td>
<td>71.6(+5.1)</td>
<td>64.2(+0.9)</td>
<td>59.8(+4.4)</td>
<td>69.6(+0.0)</td>
<td>69.2(+5.1)</td>
<td>75.0(+17.9)</td>
<td>70.4(+3.7)</td>
</tr>
</tbody>
</table>

**Table 2.8:** Accuracies for each CommonsenseQA question type: AtLoc. means AtLocation, Cau. means Causes, Cap. means CapableOf, Ant. means Antonym, H.Pre. means HasPrerequisite, H.Sub means HasSubevent, C.Des. means CausesDesire, and Des. means Desires. Numbers beside types denote the number of questions of that type.

### 2.5 Error Analysis

To better understand when a model performs better or worse with knowledge integration, we analyzed model predictions. DREAM dataset provides annotations for about 1000 questions: 500 questions in the development-set and 500 in the test-set. Specifically, questions are manually classified
into 5 categories: Matching, Summary, Logic inference, Commonsense inference, and Arithmetic inference; and each question can be classified under multiple categories. We refer readers to Sun et al. (2019b) for additional category information. We extracted model predictions for these annotated questions in the test set and grouped them by type. The accuracies for each question group are shown in Table 2.7. Note that we omitted 2 categories that have less than 10 questions. For the ConceptNet and the ATOMIC knowledge-injection models, we can see that they did better on questions that involve commonsense (the last 3 columns in the table), and the performance on other types is about the same or slightly worse, compared to baseline OCN. As for models pre-trained on OMCS corpus or ATOMIC knowledge base, we already saw that these model performances drop, compared to the baseline. When we look at the performance difference in each question type, it is clear that some categories account for the performance drop more than others. For example, for both the OMCS pre-trained model and the ATOMIC pre-trained model, performance drops significantly for Matching questions, in particular. On the other hand, for questions that require both commonsense inference and summarization, both models’ performances only dropped slightly or did not change. Based on these results, we infer that commonsense knowledge injection with attention is making an impact on models’ weight distributions. The model is able to do better on questions that require commonsense but is losing performance on other types, suggesting a direction for future research in developing more robust (e.g., conditional) injection methods. Moreover, pre-training on knowledge bases seems to have a larger impact on models’ weight distributions, resulting in inferior performance. This weight distribution shift also favors of commonsense, as we see that commonsense types are not affected as much as other types. We also conducted a similar analysis for CommonsenseQA. Since all questions in CommonsenseQA require commonsense reasoning, we classify questions based on the ConceptNet relation between the question concept and the correct answer concept. The intuition is that the model needs to capture this relation in order to answer the question. The accuracies for each question type are shown in Table 2.8. Note that we have omitted question types that have less than 25 questions. We can see that with ConceptNet relation-injection, all question types got performance boosts, for both OCN model and OCN pre-trained on OMCS, suggesting that knowledge is indeed helpful for the task. In the case of OCN pre-trained on ATOMIC, although the overall performance is much lower than OCN baseline, it is interesting to see that performance for the “Causes” type is not significantly affected. Moreover, performance for “CausesDesire” and “Desires” types actually got much better. As noted by (Sap et al., 2019a), “Causes” in ConceptNet is similar to “Effects” and “Reactions” in ATOMIC; and “CausesDesire” in ConceptNet is similar to “Wants” in ATOMIC. This result also correlates with our findings from our analysis on DREAM, wherein we found that models with knowledge pre-training perform better on questions that fit the knowledge domain but perform worse on others. In this case, pre-training on ATOMIC helps the model do better on questions that are similar to ATOMIC relations, even though overall performance is inferior. Finally, we noticed that questions of type “Antonym” appear to be the hardest ones. Many questions that fall into this category contain negations, and we hypothesize that the models still lack the ability to reason over negation sentences, suggesting another direction for future improvement.
2.6 Discussion and Conclusion

Based on our experimental results and error analysis, we see that external knowledge is only helpful when there is alignment between questions and knowledge-base types. Thus, it is crucial to identify the question type and apply the best-suited knowledge. In terms of knowledge-integration methods, attention-based injection seems to be the better choice for pre-trained language models such as BERT. Even when alignment between the knowledge base and dataset is sub-optimal, the performance would not degrade. On the other hand, pre-training on knowledge bases would shift the language model’s weight distribution toward its own domain, greatly. If the task domain does not fit knowledge-base well, model performance is likely to drop. When the domain of the knowledge-base aligns with that of the dataset perfectly, both knowledge-integration methods bring performance boosts and a combination of them could bring further gain.

Overall we observe positive signals for building a more generalizable QA system by incorporating additional explicit knowledge graphs. However, the scope of this chapter is limited, because we have only investigated two knowledge graphs and two QA benchmarks. Moreover, we have only experimented with supervised settings. These limitations motivate us to delve deeper into the direction of hybrid knowledge fusion and pursue the model’s generalizability in a broader scope.
Chapter 3

Knowledge-driven Data Construction for Zero-shot Evaluation in Commonsense Question Answering

As discussed in the previous chapter, fusing additional explicit knowledge with the language model’s internal implicit knowledge improves the model’s performance on commonsense QA tasks (better in-domain generalization). However, training data with human annotations are expensive/hard to collect in many real-world scenarios, hence it’s more important to enhance the model’s generalization in unseen tasks, e.g. unsupervised settings. Motivated by this observation, in this chapter, we propose a novel neuro-symbolic framework for zero-shot question answering across commonsense tasks. Our framework transforms various existing knowledge graphs into synthetic QA pairs, which can be used to adapt pretrained language models. Once trained, the models can be directly applied to solve different commonsense QA tasks. Our results show that adapting the language models on synthetic data populated from consolidated commonsense knowledge graphs leads to significant performance improvement across a diverse set of QA tasks focusing on different aspects of commonsense. In other words, incorporating additional explicit knowledge through carefully designed data transformation and training leads to better generalization across different domains of questions.

3.1 Introduction

Common sense is key to efficient communication in everyday situations, as it enables natural language understanding through contextual reasoning. Machine question answering (QA) benchmarks, like SocialIQA (Sap et al., 2019b) and PhysicalIQA (Bisk et al., 2020), are effective behavioral tests of commonsense reasoning in machines, each focusing on different capabilities. Answering a question in SocialIQA might require the knowledge that readers typically prefer heroes over villains in fantasy novels; whereas, in PhysicalIQA, the knowledge that metal stools can break windows, because windows are made of glass and metal is a more enduring material than glass.

Although such tasks had been traditionally difficult for machines, recent developments in pretrained neural language modeling have led to leaps in accuracy/closing the gap between human
and machine performance to single-digit percentage points.\textsuperscript{1} However, due to increasing concern that large-capacity neural systems are modeling individual datasets, rather than learning how to perform logical reasoning or to utilize external knowledge effectively (Mitra et al., 2019), the focus is shifting to alternative training and evaluation strategies. In particular, zero-shot evaluation shows promise as an efficient measure of model generalisability across tasks (Shwartz et al., 2020; Li et al., 2020b). Here, models are trained and validated on task $A$, and tested on a different task $B$, without access to $B$’s training data or labels. This leads state-of-the-art models from individual tasks to falter, sometimes by as much as a 50% decrease in performance (Shwartz et al., 2020). Repositories of commonsense knowledge, like ConceptNet (Speer et al., 2017) and ATOMIC (Sap et al., 2019a), can be beneficial for commonsense QA, especially when little or no training data is available.

Enriching the training data with ConceptNet and ATOMIC has been shown (Ma et al., 2019; Mitra et al., 2019) to improve accuracy on datasets derived from these graphs: CommonSenseQA (Talmor et al., 2019) and SocialIQA. Knowledge bases (KBs) can be used to generate question-answer pairs and distractors automatically, in order to test a model’s reasoning ability (Petroni et al., 2019; Richardson and Sabharwal, 2020) or provide additional supervision (Ye et al., 2019; Yang et al., 2020). While KBs have been shown to help in a zero-shot transfer setting recently (Banerjee and Baral, 2020), no comprehensive study exists on the relation between various knowledge, its usage method, and neural models for zero-shot transfer across commonsense tasks. Moreover, while adversarial filtering techniques (Bras et al., 2020) improve the quality of a manually created question set, their impact on automatically generated questions from a variety of KBs has not been investigated yet.

In this paper, (1) we compile a set of hypotheses and design a novel neuro-symbolic framework that investigates the dependency between knowledge sources, question generation techniques, language model (LM) variants, and tasks. Our framework leverages a wide range of KBs, covering visual, social, and concept-based knowledge, to pre-train LMs for zero-shot evaluation on multiple-choice commonsense QA tasks. (2) Recognizing that the aspect of question generation is especially understudied, we expand on prior work to devise and test four distractor-sampling strategies for effective question generation. We analyze their impact on model performance across tasks, conditioned on model class and (pre-)training regime, and show that generating questions that are simultaneously fair and informative is difficult but beneficial for LM pre-training. (3) We determine which combination of knowledge graphs (KGs), data construction/training, and architectures is most effective and can utilize appropriately rich contexts across five tasks. We observe that diversifying knowledge generally improves performance, under the condition of it being aligned with the task, and that preserving the structure of the task is desired. (4) We make our code and resulting datasets available to the community to facilitate future research in this direction.\textsuperscript{2}

\textsuperscript{1}For example (accessed 4 August, 2020): https://leaderboard.allenai.org/socialiqa/submissions/public

\textsuperscript{2}https://github.com/Mayer123/HyKAS-CSKG
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3.2 Related Work

3.2.1 Knowledge Injection

Strong performance on standard multiple-choice QA benchmarks, like SocialIQA and PhysicalIQA, has been achieved by fine-tuning a task-specific prediction layer, placed atop pre-trained LMs, such as BERT (Devlin et al., 2019), RoBERTa (Liu et al., 2019b), and GPT (Radford et al., 2019). As shown by Ma et al. (2019) and Mitra et al. (2019), combining neural methods with structured background knowledge from ConceptNet, WordNet (Miller, 1995), and ATOMIC works well for commonsense datasets that have been partially derived from these resources, such as SocialIQA and CommonSenseQA. Here, the structured knowledge, formalized as lexicalized task-targeted evidence paths, is injected into an LM, either via an attention mechanism (Bauer et al., 2018) or through an auxiliary training objective (Xia et al., 2019). Graph and relation networks can also be used to score answer candidates, by informing the graph structure with data from LMs (Lin et al., 2019; Zhong et al., 2019). Finally, complete KGs can be incorporated directly in training by introducing additional modeling objectives, to teach a model about general commonsense regardless of the task at hand (Peters et al., 2019; Levine et al., 2020; Liu et al., 2020; Zhang et al., 2019; Talmor et al., 2020). This line of work resembles our approach of including background knowledge in a general, task-agnostic way; however, it still relies on the task training data and has generally not been tested in a zero-shot regime.

3.2.2 Generating Commonsense Questions and Answers

Richardson and Sabharwal (2020) use links in WordNet to generate question-answer pairs, then leverage the resulting dataset to evaluate language models. Petroni et al. (2019) prompt the skills of language models by sentences instead of questions, generated from sources like ConceptNet and SQuAD (Rajpurkar et al., 2016). Previous works have generated synthetic QA sets to complement existing training data. Ye et al. (2019) proposed an ‘align-mask-select’ method to generate questions using ConceptNet and Wikipedia. Kocijan et al. (2019) constructed a large set of pronoun resolution questions using Wikipedia sentences. Yang et al. (2020) generate QA pair and distractors using generative models. Regarding zero-shot evaluation, the Self-Talk model of (Shwartz et al., 2020) generates clarification prompts based on a template prefix, which are leveraged to elicit knowledge from another LM, which is used jointly with the original context and question to score each answer candidate. Given a task context, one can use COMET (Bosselut and Choi, 2019), a generative model trained on commonsense KGs, to generate background knowledge statements, and to compute scores for each answer candidate based on the context, question, and generated knowledge. Banerjee and Baral (2020) pre-train the LM with three representation learning functions which aim to complete a knowledge triple given two of its elements. These functions jointly compute the distance for each answer candidate. The ambition of this paper is to provide a comprehensive framework for such prior efforts on zero-shot QA with KGs. By covering a wider set of KGs, question generation techniques, and tasks, we can systematically investigate the effect of using different KGs, generation methods, and techniques across tasks.
3.3 Zero-Shot QA Framework

Given a natural language question $Q$, and $n$ possible answers $A_1, ..., A_n$, the task is to select the most probable single answer $A$. We refer to the remaining $n - 1$ possible answers: $D_1, ..., D_{n-1}$ as distractors. In a zero-shot QA evaluation mode, the system has no access to the task training or development data. We assume a setup where the system is pre-trained once and then applied across different tasks in a zero-shot manner. Our zero-shot evaluation framework addresses this task by variants of pre-training an LM on an artificial QA set, created from KG data. Next, we describe its covered tasks, sources of knowledge, question generation strategies, LM techniques, and training regimes, in turn.

3.3.1 Synthetic QA Generation

We generate questions, answers, and distractor options from five KGs: ATOMIC, ConceptNet, WordNet, Visual Genome (Krishna et al., 2017), and Wikidata (Vrandečić and Krötzsch, 2014), found in the Commonsense Knowledge Graph (CSKG) (Ilievski et al., 2020). Notably, ATOMIC differs from the other KGs in two ways: 1) its relations have a different focus than those of the other sources; and 2) its node labels are longer and formalized as templates. Due to these considerations, we prepare two sets of QA sets: one based on ATOMIC and one based on the remaining four knowledge sources. Figure 3.1 illustrates our question generation pipeline.

Data partitions

ATOMIC expresses pre- and post-states for events and their participants with nine relations. Its head nodes are events, whereas the tail nodes are either events or attributes. Its nodes have two particularities: 1) irrelevant parts of the node text are replaced with blanks (‘_’); and 2) references to fictional agents are indicated with special tokens (e.g., PersonX). We follow the SocialIQA’s ATOMIC train/dev/test splits, to ensure that the facts of the dev and test partitions are excluded in training.

Our second partition, CWWV, covers three other KGs in CSKG that express commonsense facts between concepts: ConceptNet, WordNet, and Wikidata. We use them jointly to generate questions, and we enrich them with additional distractors from Visual Genome. Treating these four sources as a single one is enabled by their CSKG mapping to a single set of relations, defined by ConceptNet. We focus on 14 semantic relations that are grounded on strong psycholinguistic and pragmatic evidence (Murphy, 2003), like /r/ Causes and /r/ HasPrerequisite. Since there is no pre-defined train/dev/test split for CSKG, we randomly sample 5% of generated questions as development set, while the other 95% are used for training, to maximize the coverage of the knowledge.

Generating questions and answers

If a triple $(h, r, t)$ has an associated sentence, we directly employ it for question generation; otherwise, we generate a sentence in a lexicalization step, using a set of pre-defined templates.
Figure 3.1: An illustration of our question generation pipeline.

Table 3.1: Generated questions from ATOMIC (top) and CWWV (bottom). (*) denotes the correct answer.

| Question: Robin takes the fifth. As a result, Robin wanted to |
| A1: go to the cinema.  |
| A2: withhold information. (*)  |
| A3: hear what they think.  |

| Question: losing weight is for |
| A1: being healthier. (*)  |
| A2: embedded software.  |
| A3: buying things in store.  |

Next, we generate the question \( Q \) by removing the tail of the sentence, and extract this tail as the correct answer, \( A \).

Here, we ensure that there is no token overlap between the head and the correct answer. For ATOMIC, we: 1) compare the keyword tokens instead of all tokens, in order to avoid stopwords; and 2) the agent templates (e.g., ‘PersonX’) are replaced with randomly sampled gender-neutral names from a pre-defined set. For CWWV, we filter out questions where either the head or the tail are not common concepts or they are named entities. We use corpus frequency as a proxy for commonness, while named entities are filtered by removing all concepts whose labels start with a capital letter.

Generating negative samples (distractors)

We seek to generate distractor options that satisfy two criteria: informativeness and fairness. Namely, a good distractor has semantic relatedness with the context (informative), while being relatively easy to discriminate from the correct answer (fair). We create the pool of distractors \( D \)

for every sample as follows:

1. The distractor candidates are the tails of knowledge triples \((h', r', t')\) with the same relation \(r' = r\), randomly sampled from the KGs. This would ensure that the distractors can fill the same semantic role as the correct answer.
2. The head \(h'\) of the sampled triples does not have non-stop word overlap with \(h\).
3. The distractor tail \(t'\) is not part of the correct answer set, i.e., there exist no triples, \((h, r, t')\).

Considering the example in Figure 3.1, the triple \((gaining\ weight, CausesDesire, change\ appearance)\) will be filtered out by rule (1), \((losing\ weight, UsedFor, feeling\ better)\) will be ruled out by both (2) and (3), and \((relaxing, UsedFor, feeling\ better)\) will be ruled out by (3). Here, we replace any references to fictional ATOMIC agents in the distractors with the same names used in the question. We then randomly select two distractors \((D_1, D_2)\) from \(D\). We refer to this distractor pooling strategy as random, and propose three alternative strategies in the next Section.

Example questions with each partition are shown in Table 3.1. For ATOMIC, this procedure generates 535K QA pairs for training and 60K for development. For CWWV, the training set contains 157K and the dev set has 8K QA pairs.

### 3.3.2 Distractor Sampling

Existing data generation procedures are likely to introduce annotation artifacts in datasets (Zellers et al., 2019; Sakaguchi et al., 2019). Models may exploit these artifacts to achieve spuriously strong performance during training, at the expense of degradation in robustness. To generate more challenging QA pairs from KGs and to alleviate potential biases in our synthetic sets, we test two other distractor sampling strategies in addition to the random strategy: 1) we select distractors that are as similar as possible to the answer, while being under a certain threshold (adv-answer); and 2) we select distractors that are as similar as possible to the question, while being under a certain threshold (adv-question). Here we define the similarity of two nodes to be their proximity in the embedding space, measured by cosine similarity. The intuition is that, by generating more challenging QA pairs for the models, we could achieve better generalization across tasks. We use the RoBERTa sentence embedding model (Reimers and Gurevych, 2020) to compute embeddings for all KG nodes. For these two strategies, we set an upper bound on the similarity score to avoid unfair distractors, i.e., paraphrases of the correct answer. Based on manual observations, we set their distractor similarity upper bound to be 0.6 for CWWV and 0.4 for ATOMIC.

#### Sample filtering

Besides these distractor sampling strategies, we test another condition (3), where we select the distractors randomly, but only keep the questions whose distractors are sufficiently challenging at training time (adv-filter). The intuition is that QA pairs generated using the aforementioned methods might still be too easy for the models, thus we would like to only keep the most challenging subset to train our models. We employ the AFLite algorithm (Sakaguchi et al., 2019) for our purpose. Given a train and dev split of our synthetic QA set, we use 5% of the train set to finetune a RoBERTa model with a classification head (4% training, 1% validation). These 5% are discarded.
from train after this step. We then compute the fixed embeddings for the remaining 95% of train and the entire dev, denoted as Trn and Dev. Next, we feed Trn and Dev along with their labels to the AFLite algorithm, which iteratively filters out easy examples using an ensemble of linear classifiers. Finally, we retain (101K training, 11K dev) samples for ATOMIC and (29K training, 1.5K dev) samples for CWWV subset. The details of AFLite can be found in the appendix.

### 3.3.3 Language Models

We consider 2 types of language models: auto-regressive language models and masked language models (MLM). Specifically, we use GPT-2 and RoBERTa to select the best answer candidate. Given a context \( C \), a question \( Q \), and a list of answer options \( (A_1, A_2,...) \), we concatenate \( C \) and \( Q \) with each answer option to build input sequences \( (T_1, T_2,...) \). We also use templates to convert a sequence \( T \) into a natural language sentence following (Shwartz et al., 2020). For example, we transform the sequence: \([C] \) What will X want to do next? \([A_i]\) into: \([C]\), as a result, X want to \([A_i]\). The score \( S \) for the resulting sequence using an auto-regressive LM is computed as follows:

\[
S_{\text{LM}} (T) = - \frac{1}{n} \sum_{i=1}^{n} \log P (t_i | t_1 \ldots t_{i-1})
\]  

(3.1)

where \( n \) is the number of tokens in the sequence and \( P \) is the conditional probability provided by the LM. To evaluate MLMs, we mask out one token at a time and compute its loss (Zhou et al., 2020). We repeat this process for every token in the sequence. The final MLM score is:

\[
S_{\text{MLM}} (T) = - \frac{1}{n} \sum_{i=1}^{n} \log P (t_i | t_1 \ldots t_{i-1}, t_{i+1} \ldots)
\]  

(3.2)

The predicted option is the one with the lowest score.

### LM Finetuning

In the typical model architecture for finetuning LM for multiple-choice tasks, a linear layer is added on top of the LM encoder to predict the answer. The model inputs are separated by a model-specific delimiter. However, as this architecture introduces randomly initialized parameters, it may not be able to fully utilize the pre-trained weights (Tamborrino et al., 2020). Instead, we re-use the GPT-2 and RoBERTa with LM head for finetuning.

By keeping the model intact, we can reuse the same converting templates and scoring functions. To train the model, given the scores computed for each answer candidate \( S_1, S_2, \ldots S_m \), we use the marginal ranking (MR) loss defined as:

\[
\mathcal{L} = \frac{1}{m} \sum_{i=1}^{m} \max \left( 0, \eta - S_y + S_i \right)
\]  

(3.3)

Here, \( \eta \) represents the margin and \( y \) is the index of the correct answer. For an MLM model, the computation cost for the scoring function scales quadratically with the input length. To make the training more efficient, we only mask out non-stop tokens in the head and tail nodes.
Table 3.2: Zero-shot evaluation results with different combinations of models and knowledge sources, across five commonsense tasks. CSKG represent the combination of ATOMIC and CWWV. We run our experiments three times with different seeds and report average accuracy with 95% confidence interval. SMLM (*) used OMCS for CSQA, ROCStories (Mostafazadeh et al., 2016) for aNLI and ATOMIC for SIQA as knowledge resources.

<table>
<thead>
<tr>
<th>Model KG</th>
<th>aNLI</th>
<th>CSQA</th>
<th>PIQA</th>
<th>SIQA</th>
<th>WG</th>
</tr>
</thead>
<tbody>
<tr>
<td>Majority</td>
<td>-</td>
<td>50.8</td>
<td>20.9</td>
<td>50.5</td>
<td>33.6</td>
</tr>
<tr>
<td>GPT2-L</td>
<td>-</td>
<td>56.5</td>
<td>41.4</td>
<td>68.9</td>
<td>44.6</td>
</tr>
<tr>
<td>RoBERTa-L</td>
<td>-</td>
<td>65.5</td>
<td>45.0</td>
<td>67.6</td>
<td>47.3</td>
</tr>
<tr>
<td>Self-talk</td>
<td>2020</td>
<td>-</td>
<td>32.4</td>
<td>70.2</td>
<td>46.2</td>
</tr>
<tr>
<td>COMET-DynaGen 2019</td>
<td>ATOMIC</td>
<td>-</td>
<td>-</td>
<td>50.1</td>
<td>-</td>
</tr>
<tr>
<td>SMLM 2020</td>
<td>*</td>
<td>65.3</td>
<td>38.8</td>
<td>-</td>
<td>48.5</td>
</tr>
<tr>
<td>GPT2-L (MR)</td>
<td>ATOMIC</td>
<td>59.2(±0.3)</td>
<td>48.0(±0.9)</td>
<td>67.5(±0.7)</td>
<td>53.5(±0.4)</td>
</tr>
<tr>
<td>GPT2-L (MR)</td>
<td>CWWV</td>
<td>58.3(±0.4)</td>
<td>46.2(±1.0)</td>
<td>68.6(±0.7)</td>
<td>48.0(±0.7)</td>
</tr>
<tr>
<td>GPT2-L (MR)</td>
<td>CSKG</td>
<td>59.0(±0.5)</td>
<td>48.6(±1.0)</td>
<td>68.6(±0.9)</td>
<td>53.3(±0.5)</td>
</tr>
<tr>
<td>RoBERTa-L (MR)</td>
<td>ATOMIC</td>
<td>70.8(±1.2)</td>
<td>64.2(±0.7)</td>
<td>72.1(±0.5)</td>
<td>63.1(±1.5)</td>
</tr>
<tr>
<td>RoBERTa-L (MR)</td>
<td>CWWV</td>
<td>70.0(±0.3)</td>
<td>67.9(±0.8)</td>
<td>72.0(±0.7)</td>
<td>54.8(±1.2)</td>
</tr>
<tr>
<td>RoBERTa-L (MR)</td>
<td>CSKG</td>
<td>70.5(±0.2)</td>
<td>67.4(±0.8)</td>
<td>72.4(±0.4)</td>
<td>63.2(±0.7)</td>
</tr>
<tr>
<td>RoBERTa-L (supervised)</td>
<td>-</td>
<td>85.6</td>
<td>78.5</td>
<td>79.2</td>
<td>76.6</td>
</tr>
<tr>
<td>Human</td>
<td>-</td>
<td>91.4</td>
<td>88.9</td>
<td>94.9</td>
<td>86.9</td>
</tr>
</tbody>
</table>

Training Regimes

In order to disentangle the contribution of the KGs from the structure of the QA pairs, we consider different training methods for augmentation of language models with KGs. Specifically, we compare marginal ranking (MR) training with masked language modeling (MLM) training. For MLM, we directly concatenate the question and the correct answer in our synthetic QA set and then train RoBERTa on these sentences using the MLM objective.

3.3.4 Tasks

We select commonsense tasks based on two criteria. Firstly, we strive to cover a diverse set of tasks, both in terms of their format (question answering, pronoun resolution, natural language inference), as well as their type of knowledge (e.g., social or physical knowledge). Secondly, we prefer larger task datasets that are manually constructed. For this reason, we do not include datasets like COPA (Gordon et al., 2012), or HellaSwag (Zellers et al., 2019). We opt for the following five task datasets:

Abductive NLI (aNLI) (Bhagavatula et al., 2019) is posed as a natural language inference task. Given the beginning and the ending of a story, the task is to choose the more plausible hypothesis out of two options. The dataset consists of nearly 170k entries.
CommonsenseQA (CSQA) (Talmor et al., 2019) evaluates a broad range of common sense aspects. Each entry contains a question and 5 answer candidates. The questions are crowdsourced based on a subgraph from ConceptNet. The answer candidates combine ConceptNet nodes with additional crowdsourced distractors.

PhysicalIQA (PIQA) (Bisk et al., 2020) is a two-choice question answering dataset which focuses on physical reasoning. Given a question, the system (or human) is asked to pick the more plausible out of two possible continuations.

SocialIQA (SIQA) (Sap et al., 2019b) is a question-answering dataset which requires reasoning about social interactions. Each entry contains a context, a question, and 3 answer candidates. The context is derived from the ATOMIC knowledge graph, the questions are generated based on nine templates (corresponding to the relations in ATOMIC), and the answers are crowdsourced.

WinoGrande (WG) (Sakaguchi et al., 2019) contains 44 thousand pronoun resolution problems. Each entry consists of a context description with an emphasized pronoun, and two options are offered as its possible references.

3.4 Experimental Setup

3.4.1 Baselines

We compare our results with the following baselines. Majority answers each question with the most frequent option in the entire dataset. ‘Vanilla’ versions of the language models are used in order to understand the impact of further tuning. Here we directly uses the LMs to score the QA pairs without any finetuning. We also show the results of other unsupervised systems that leverage KGs: Self-talk, COMET-DynaGen, and SMLM. To indicate the upper bound of this work, we include results of a supervised fine-tuned RoBERTa system and of human evaluation.

3.4.2 Implementation

For the LM baselines, we directly load the weights from the Transformers library (Wolf et al., 2020) and evaluate on the downstream tasks. The finetuned LMs are trained for a single epoch on our synthetic QA set. For Adv-filter, we train the models for 5 epochs to compensate for less training data. We use our synthetic dev set to select the best model. We describe other hyper-parameters used and computing infrastructure in the appendix.

3.4.3 Hypotheses

Based on individual prior findings and understanding of different components of our framework, we put forward a set of hypotheses that will be validated in our experiments:

H1 RoBERTa would have better performance than GPT-2. This is in line with prior findings that RoBERTa has the advantage of bi-directional context (Zhou et al., 2020).

H2 Pre-training a language model with artificially created question-answer sets enhances zero-shot performance. This is also supported in previous study about unsupervised QA (Li et al., 2020b)
Table 3.3: Comparison of different QA generation strategies.

<table>
<thead>
<tr>
<th>RoBERTa-L</th>
<th>Strategy</th>
<th>aNLI</th>
<th>CSQA</th>
<th>PIQA</th>
<th>SIQA</th>
<th>WG</th>
</tr>
</thead>
<tbody>
<tr>
<td>+ATOMIC</td>
<td>Random</td>
<td>70.8(±1.2)</td>
<td>64.2(±0.7)</td>
<td>72.1(±0.5)</td>
<td>63.1(±1.5)</td>
<td>59.6(±0.3)</td>
</tr>
<tr>
<td>+ATOMIC</td>
<td>Adv-answer</td>
<td>70.4(±0.8)</td>
<td>62.3(±0.9)</td>
<td>72.6(±1.8)</td>
<td>61.6(±0.3)</td>
<td>60.5(±0.5)</td>
</tr>
<tr>
<td>+ATOMIC</td>
<td>Adv-question</td>
<td>70.8(±0.6)</td>
<td>55.6(±0.9)</td>
<td>70.6(±0.8)</td>
<td>51.6(±0.8)</td>
<td>58.5(±0.3)</td>
</tr>
<tr>
<td>+ATOMIC</td>
<td>Adv-filter</td>
<td>68.6(±1.8)</td>
<td>46.4(±1.5)</td>
<td>67.9(±1.1)</td>
<td>51.8(±1.2)</td>
<td>60.8(±0.6)</td>
</tr>
<tr>
<td>+CWWV</td>
<td>Random</td>
<td>70.0(±0.3)</td>
<td>67.9(±0.8)</td>
<td>72.0(±0.7)</td>
<td>54.8(±1.2)</td>
<td>59.4(±0.5)</td>
</tr>
<tr>
<td>+CWWV</td>
<td>Adv-answer</td>
<td>69.5(±1.1)</td>
<td>68.5(±0.8)</td>
<td>72.7(±0.3)</td>
<td>53.8(±0.6)</td>
<td>60.7(±0.7)</td>
</tr>
<tr>
<td>+CWWV</td>
<td>Adv-question</td>
<td>68.3(±2.3)</td>
<td>60.9(±2.3)</td>
<td>69.6(±0.6)</td>
<td>47.0(±2.0)</td>
<td>59.0(±1.4)</td>
</tr>
<tr>
<td>+CWWV</td>
<td>Adv-filter</td>
<td>69.7(±0.7)</td>
<td>64.7(±2.3)</td>
<td>72.0(±1.3)</td>
<td>50.1(±1.0)</td>
<td>59.4(±1.4)</td>
</tr>
</tbody>
</table>

H3 The impact of more knowledge depends on the alignment between KGs and the task, partial evidence for which is provided by (Ma et al., 2019; Mitra et al., 2019).

H4 Adding diverse knowledge (from different KGs) improves performance. This is the initial motivation behind the creation of CSKG (Ilievski et al., 2020), but has not been investigated in detail.

H5 When selecting negative samples for a question, it helps to use an adversarial strategy that ensures the question is not trivial for a language model. H5 is inspired by adversarial filtering, which has not been investigated in detail for automatically-generated questions and across KGs.

H6 Preserving the task structure when generating synthetic data leads to better accuracy. This is implicitly assumed in prior data augmentation work (Kocijan et al., 2019).

H7 The automatically created questions are notably easier for humans than they are for machines - a general assumption made by commonsense task creators and typically correct for any existing, human-generated benchmark.

3.5 Results

We evaluate various combinations of: knowledge sources, question generation strategies, LMs, training regimes, and tasks. We use accuracy as a metric. All our experiments are performed in a zero-shot setting, i.e., the models do not leverage the official training data of the task. We report results on the dev sets of these tasks, as the official test sets are not publicly available. We note that, since we did not use the tasks’ dev sets for hyperparameter tuning or checkpoint selection, the dev sets can be used effectively as test sets.
3.5.1 Main Results

Table 2 shows that GPT-2 and RoBERTa outperform the majority baseline by a large margin on all tasks, indicating that the LMs have already learned relevant knowledge during pretraining. Despite being a smaller model, RoBERTa outperforms GPT-2 on 4 out of 5 tasks without pretraining, and on all tasks when pretraining over different synthetic QA sets. This shows the advantage of leveraging bi-directional context, and confirms our hypothesis H1. As expected (H2), training RoBERTa on our ATOMIC or CWWV synthetic sets brings notable performance gain on all 5 tasks. We observe that models trained on ATOMIC sets have a large advantage on SIQA compared to models trained on CWWV, while CWWV brings advantage on the CSQA task. This is not surprising as these two tasks are derived from ConceptNet and ATOMIC, respectively. The difference between ATOMIC and CWWV on the remaining three tasks is relatively small. This supports our hypothesis H3: knowledge alignment is crucial for obtaining better performance.

Training on the combined question set (CSKG) is mostly able to retain the best of its both partitions. Training on CSKG leads to best performance on three out of five tasks, showing that a global commonsense resource is able to bring consistent gain across different tasks. This supports our hypothesis H4: adding more diverse knowledge is beneficial for language models. Finally, even with this knowledge, we recognize that there is still a large gap between our model’s accuracy and that of the supervised RoBERTa model.

3.5.2 Comparison of QA Generation Strategies

Table 3.3 shows the results with different sampling strategies, thus addressing H5. The best performing adversarial algorithm, Adv-answer, yields comparable accuracy to the random strategy, revealing that distractors sampled with a more sophisticated strategy are not necessarily more informative for the LMs. Adv-question and Adv-filter typically lead to declines in accuracy. Considering Adv-question, this could be due to the similarity of the distractors to the question, which might guide the model to learn to pick the most dissimilar candidate as the correct answer, which is an artifact of our question generation and cannot be expected to work well for downstream tasks. Our manual inspection of the remaining questions preferred by Adv-filter indicates that many questions are unfair, as some distractors are also correct answers, which is a consequence of the incompleteness of the KGs. Adv-filter prioritizes these questions as they are “difficult” for LMs, however, training on them might teach the LM incorrect knowledge and harm downstream accuracy.

3.5.3 Comparison of Training Regimes

Table 3.4 presents results with two different training regimes. In comparison to the baseline without additional training, MLM training on ATOMIC only improves on the SIQA task, and harms on the rest. With CWWV, it brings large gain on CSQA and small improvements on SIQA and WG. At the same time, marginal ranking training on either question set consistently outperforms MLM training by a large margin, suggesting that preserving the task structure is beneficial in addition to the question content and validating H6.
Table 3.4: Comparison between MLM and MR training.

<table>
<thead>
<tr>
<th>RoBERTa-L</th>
<th>Train</th>
<th>aNLI</th>
<th>CSQA</th>
<th>PIQA</th>
<th>SIQA</th>
<th>WG</th>
</tr>
</thead>
<tbody>
<tr>
<td>baseline</td>
<td>-</td>
<td>65.5</td>
<td>45.0</td>
<td>67.6</td>
<td>47.3</td>
<td>57.5</td>
</tr>
<tr>
<td>+ ATOMIC</td>
<td>MLM</td>
<td>62.9</td>
<td>43.8</td>
<td>65.8</td>
<td>53.9</td>
<td>55.5</td>
</tr>
<tr>
<td>+ ATOMIC</td>
<td>MR</td>
<td>70.8</td>
<td>64.2</td>
<td>72.1</td>
<td>63.1</td>
<td>59.6</td>
</tr>
<tr>
<td>+ CWWV</td>
<td>MLM</td>
<td>65.3</td>
<td>57.3</td>
<td>67.2</td>
<td>49.3</td>
<td>59.4</td>
</tr>
<tr>
<td>+ CWWV</td>
<td>MR</td>
<td>70.0</td>
<td>67.9</td>
<td>72.0</td>
<td>54.8</td>
<td>59.4</td>
</tr>
</tbody>
</table>

3.5.4 Difficulty of the Synthetic QA Sets

Ideally, the generated question-answer pairs should be challenging for the models but easy for humans to solve (H7). Here, we probe this hypothesis by assessing the difficulty of our synthetic QA sets both by humans and ‘vanilla’ LMs. We evaluated both models on the dev sets of our synthetic data. For human evaluation, we randomly sample 50 questions from ATOMIC and 50 questions from CWWV. A total of five researchers were asked to first provide the correct answer, then rate the question difficulty. For the latter, the annotator chose between easy, moderate, hard, or non-sensical - as a guideline, nonsensical questions have unfair distractors and cannot be easily understood. Following this procedure, we obtained three judgments for each question.

The inter-annotator agreement on selecting the correct answer is 0.62 using Fleiss Kappa score, which is substantial agreement. The Krippendorf alpha (Krippendorff, 2004) for rating question difficulty is 0.35, which is fair agreement. The results of the baseline LMs and human performance (Table 3.5) show that the ATOMIC subset presents a harder challenge for both models, as well as for humans. Overall, the results support our hypothesis H7: the synthetic questions are relatively easy for humans to solve and much harder for models. However, the annotation pointed to several directions for improving the synthetic QA sets. A number of questions generated from ATOMIC are ungrammatical, which makes them harder to understand, while some questions from CWWV were rated as unfair. For example, all answer options for the question A person can are valid: (a) cost several thousand dollars (b) expressing boredom (c) check snow level. As discussed earlier, this is due to the incompleteness of our KGs, and the current lack of understanding on how to generate fair, yet informative, distractors.

3.6 Discussion

3.6.1 Towards a Commonsense Service

The overarching pursuit of this paper is to understand whether generating artificial QA sets with KGs improves the zero-shot QA performance of LMs. We observe a consistent leap in accuracy across tasks, LMs, knowledge sources, and question generation strategies. While these accuracies are notably below supervised LM accuracies, they might further improve by architectural improvements of the LMs, knowledge sources with wider coverage and stronger semantics, and well-tuned
Table 3.5: LM and human accuracy on our synthetic QA sets.

<table>
<thead>
<tr>
<th>Model</th>
<th>ATOMIC</th>
<th>CWWV</th>
</tr>
</thead>
<tbody>
<tr>
<td>GPT2-L</td>
<td>43.2</td>
<td>69.5</td>
</tr>
<tr>
<td>RoBERTa-L</td>
<td>45.9</td>
<td>64.5</td>
</tr>
<tr>
<td>Human</td>
<td>78.0</td>
<td>80.7</td>
</tr>
</tbody>
</table>

scoring functions. In addition, despite its complexity and diversity, commonsense knowledge (unlike knowledge on entities and events, which changes rapidly) is largely static and evolves slowly over time, thus making the dataset-specific finetuning unnecessary in theory. A natural question arises: can we build a sufficiently reliable, general commonsense service, by pretraining an LM on a rich set of questions covering a wide spectrum of knowledge types?

3.6.2 Impact of Knowledge

In general, we observed that using knowledge from a wider set of sources is beneficial. However, on aNLI and CommonSenseQA, the best accuracy was obtained with a subset of all questions. This could be due to the kinds of knowledge covered:

1. aNLI focuses on expectations of agents and events, for which ATOMIC is directly useful, whereas the other KGs might be delusive;
2. CommonSenseQA mostly requires knowledge about properties of objects (e.g., function or appearance) which is the focus of ConceptNet, Wikidata, and VisualGenome, but not of ATOMIC.

This indicates a tension between H3 and H4: while more knowledge often helps, it might not be the case when the task and the knowledge are not well-aligned. Our current understanding of the dimensions of commonsense knowledge in knowledge sources and benchmarks is limited, and would benefit from further study.

3.6.3 Generating Fair and Informative Questions

Alternatively, this result may be explained by our human evaluation: not all automatically generated questions are fair and a subset has more than one correct answer, as a direct consequence of the inherent incompleteness of KGs. Besides being a disadvantage of automatic question generation, this finding points to a more substantial challenge: generating fair and informative multiple-choice questions is not yet well understood. Adversarial strategies yield more plausible candidates than random sampling, making the task less fair; yet, fully relying on random sampling would generate distractors that are trivially discernible from the correct option. Balancing between fairness and informativeness, thus, is essential for multiple-choice question generation. Our empirical evidence

---

For example, scoring sequences of tokens by a language model might improve the performance of LMs (Tamborrino et al., 2020).
suggests that it could be achieved by a mixed approach, where part of distractors is generated randomly, and part by adopting suitable adversarial strategies.  

3.7 Conclusions and limitations

In this chapter, we proposed a framework for zero-shot QA by pretraining LMs on artificial data created based on KGs. We studied the interplay between five explicit knowledge sources, four data generation strategies, two LMs, two training regimes, and five tasks. Overall, our results show that combining multiple explicit knowledge sources with implicit knowledge helps the model achieve strong generalization to unseen tasks of different domains.

Despite the steady progress toward improving the generalizability of the QA models, we also identified the following limitations of this part of the thesis: 1) we have only focused on the multiple-choice commonsense QA tasks so far, which is a less realistic setting in practice. Although these tasks require the model to perform reasoning over commonsense knowledge, providing the answer candidates to the model inevitably reduces the complexity of the task. It is rare to have answer candidates being provided in most real-world QA applications. 2) We have mostly focused on a close-book setting. In both Chapter 2 and Chapter 3, we mostly improved the reader component of the QA system we built, again due to the multiple-choice task formulation. Although we tried to use explicit knowledge from different commonsense knowledge graphs to enhance reader in Chapter 2, the coverage of these knowledge graphs is still quite limited. 3) Despite the improved generalization to many unseen tasks, the models’ reasoning process remains a black box. Motivated by the limitations of these two chapters, we expand the focus of our exploration and switch to more realistic settings in the following chapters, e.g. open-domain question answering.

---

5Question formulation is another challenge. Template-based questions may be trivially easy for LMs to solve, as discussed in [https://cs.nyu.edu/faculty/davise/papers/CYCQns.html](https://cs.nyu.edu/faculty/davise/papers/CYCQns.html).
Chapter 4

Open Domain Question Answering with A Unified Knowledge Interface

In this chapter, we aim to address the shortcomings discussed in the previous chapter. In particular, we shift the focus to more realistic settings of QA where the model is only provided an input question, e.g. open-domain question answering (ODQA). This naturally allows us to better study the open-book setting and focus more on the retriever component of the QA system. Moreover, we expand the types of explicit knowledge sources as well as their scope, including unstructured text, structured tables and web-scale knowledge graphs. To maintain and improve the interpretability of the system, we propose a modularized framework instead of end-to-end models.

Prior works on ODQA typically equipped their QA systems with large-scale text corpora as explicit knowledge sources. Although some efforts have sought to increase knowledge coverage by incorporating structured knowledge beyond text, accessing heterogeneous knowledge sources through a unified interface remains an open question. While data-to-text generation has the potential to serve as a universal interface for data and text, its feasibility for downstream tasks remains largely unknown. In this chapter, we bridge this gap and use the data-to-text method as a means for encoding structured knowledge for ODQA. Specifically, we propose a verbalizer-retriever-reader framework for ODQA over data and text where verbalized tables from Wikipedia and graphs from Wikidata are used as augmented knowledge sources. We show that our Unified Data and Text QA, UDT-QA, can effectively consolidate heterogeneous and benefit from the expanded knowledge scale, leading to large gains over text-only baselines. Overall, these results show improved generalization across different knowledge types of the retriever component.

4.1 Introduction

Pretrained language models (Devlin et al., 2019; Brown et al., 2020) have been shown to store certain knowledge (linguistic or factual) implicitly in parameters (Manning et al., 2020; Petroni et al., 2019; Roberts et al., 2020), partially explaining the superior generalization abilities over downstream tasks. However, besides the well-known hallucination issue, the implicit knowledge learned through language modeling objective over text struggles at reflecting up-to-date knowledge from text and structured data for answering open-domain questions. To overcome this, recent work on open domain question answering (ODQA) focuses on the semi-parametric method (Karpukhin
et al., 2020; Guu et al., 2020) where the pretrained language models can leverage external explicit knowledge sources for reasoning. For example, in the retriever-reader framework (Min et al., 2021, *inter alia*), the reader produces answers by grounding on the relevant evidence from the retriever, the interface to the explicit knowledge source (Wikipedia text passages). In this work, we focus on the semi-parametric approach for ODQA going beyond textual knowledge. Specifically, we are interested in the question: *Can we develop a viable unified interface over a realistic heterogeneous knowledge source containing both data and text?*

Recent retriever-reader models (Oguz et al., 2020; Agarwal et al., 2021) have demonstrated that expanding the textual knowledge source with more structured data is beneficial. However, only knowledge base (KB) is considered in (Agarwal et al., 2021), limiting the applicability of their method to other structured data. In (Oguz et al., 2020), both tables and KB triples are simply linearized as inputs to the reader, but different retrievers are required for individual cases. Here, we propose a verbalizer-retriever-reader semi-parametric framework, UDT–QA, which provides a unification of both representation and model for ODQA over data and text. The key idea is to augment the retriever with a data-to-text verbalizer for accessing heterogeneous knowledge sources, *i.e.*, KB graphs from WikiData, tables and passages from Wikipedia.

Given its potential in providing a universal interface for data and text, data-to-text generation is increasingly popular (Gardent et al., 2017; Parikh et al., 2020; Nan et al., 2021) with various methods developed recently for converting structured knowledge into natural language (Wang et al., 2020; Ribeiro et al., 2020; Chen et al., 2020c). Nevertheless, most existing work has focused on intrinsic evaluations exclusively, *i.e.* the quality of generated text measured by metrics like BLEU (Papineni et al., 2002), leaving its usefulness on downstream tasks largely unknown. Moreover, it remains unclear whether a single data-to-text model is able to verbalize heterogeneous structured data effectively.

To bridge the gap, we develop a novel data-to-text generation paradigm for our framework. We introduce data filtering and beam selection to maximize the faithful coverage of the input information. To remedy the lack of in-domain data, we further propose an iterative training approach to augment the existing data-to-text training set with high quality outputs selected from the target domain. With this verbalizer, we convert all tables from Wikipedia (10x more than (Oguz et al., 2020)) and sub-graphs from Wikidata together with Wikipedia text passages as the knowledge source for ODQA.

We first validate our data-to-text method using intrinsic metrics on DART (Nan et al., 2021) and additional faithfulness evaluation on the target ODQA data. We show that our data-to-text approach can effectively improve the target-domain faithful metric without compromising too much on the intrinsic metrics. To further evaluate the end-to-end effectiveness, we experiment with UDT–QA on the ODQA task using a recent state-of-the-art (SOTA) retriever-reader pipeline, including DPR (Karpukhin et al., 2020) and UnitedQA (Cheng et al., 2021b). Consistent with previous work, our results also suggest that extra knowledge source is beneficial for ODQA. Notably, we find that the verbalized knowledge is favored by the reader compared to the raw format (linearization), especially when the structured data size is comparable to text, leading to more pronounced improvements. Overall, UDT–QA shows large improvements over text-only baselines and performs competitively with more complicated methods on both Natural Questions (NQ) (Kwiatkowski et al.,
2019) and WebQuestions (WebQ) (Berant et al., 2013). In particular, UDT-QA achieves new SOTA on NQ under the single-model open-book setting.\footnote{Data and code available at \url{https://github.com/Mayer123/UDT-QA}}

### 4.2 Overview of UDT-QA

In this section, we present the overall pipeline of our UDT-QA framework for ODQA over data and text (Figure 4.1).

The major difference between our approach and the popular retriever-reader ODQA systems (Min et al., 2021, \textit{inter alia}) is the use of a data-to-text verbalizer (§4.3) for converting structured data into natural language text, \textit{i.e.}, virtual documents, as the universal knowledge source. Here, we consider two types of structured knowledge (§4.4.2) — tables and KB sub-graphs. After verbalizing the structured knowledge, a subsequent pipeline consisting of a DPR retriever and a UnitedQA-E reader is used for answer inference. Since the retriever and reader are not the main focus of this work, we only briefly describe them below.

The DPR retriever (Karpukhin et al., 2020) is a bi-encoder model consisting of a question encoder and a context encoder, which is used for data and text retrieval. Following previous work (Karpukhin et al., 2020; Oguz et al., 2020), we use the uncased BERT-base (Devlin et al., 2019) model as the encoder, where the [CLS] token representation is used as the document/question vector. During training, positive and negative pairs of (question, context) are used to update the model. For inference, the entire document index is encoded with context encoder and the encoded question vector is used to retrieve the top documents with highest dot-product scores.

The UnitedQA-E (Cheng et al., 2021b) is an extractive reader based on ELECTRA (Clark et al., 2020) trained with enhanced objectives (Cheng et al., 2021a, 2020) for answer inference. Here, a pair of a question and a support passage is jointly encoded into neural text representations. These representations are used to compute scores of possible answer begin and end positions, which are then used to compute probabilities over possible answer spans. Finally, the answer string

![Figure 4.1: An overview of UDT-QA based on the verbalizer-retriever-reader pipeline.](image-url)
probabilities are computed based on the aggregation over all possible answer spans from the entire set of support passages.

4.3 Verbalizer: Data-to-text Generation

Here, we formally describe the data-to-text model developed in this paper, including the input format (§4.3.1) and the adaptation for ODQA (§4.3.2).

4.3.1 Input Format

Given a structured data input \( D \), the data-to-text generator \( G \) aims to generate a natural language passage \( P \) that faithfully describes the information presented in \( D \). In the literature, the structured data input can be in the form of a set of triples (Nan et al., 2021), a few highlighted cells from a table (Parikh et al., 2020) or a full table (Chen et al., 2020b). Correspondingly, \( P \) could be a simple surface-form verbalization of \( D \) (e.g., when \( D \) is a triple set) or a high-level summarization in case of a full table or a large KB graph. Since we consider (noisy) tables/KB sub-graphs of arbitrary size in this paper, directly feeding the entire input into the generator is not feasible, likely incurring significant computation challenges. Moreover, it is also desirable to maximize the information coverage of \( P \) so that most relevant information in \( D \) can be leveraged by the downstream QA retriever and reader. Based on this, we verbalize both tables and KB graphs at a fine-grained level.

In this work, we verbalize tables row by row, i.e. input each table row to \( G \) individually, where each row is a set of cells \( r = \{c_i\}_{i=1}^k \), and \( k \) is the number of cells in the corresponding row. Most relevant to our setting, recent work (Nan et al., 2021) represents each cell in a triple. To form such triples, they manually annotate the tree ontology of column headers and then create triples using table title, headers, cell value and header relations, e.g., (\{TABLECONTEXT\}, [title], LeBron James), (LeBron James, League, NBA) where LeBron James is the parent cell. Although such triples with fine-grained ordering may help guide the generator, directly applying such a generator to a target domain with no ontology annotation (our case) likely results in degradation.

To overcome this, we propose to convert the triple set to pairs, e.g., ([title], LeBron James), (League, NBA).

We find such conversion has little impact on the intrinsic evaluation (§4.5). After all rows are verbalized, we assemble the text outputs back to form the verbalized table.

For KB, we follow previous work (Agarwal et al., 2021) and break the KB into small sub-graphs based on subject entity. Here, each sub-graph contains one central entity and its neighbors. Although this conversion would inevitably create undesirable artifacts (e.g., hurdles for multi-hop reasoning across sub-graphs), this preprocessing allows us to unify the input representations for both table and KB graphs, making it possible for a single verbalizer to convert structured knowledge into text format. Specifically, we convert all KB sub-graphs into the same format as table cell sets above, where the subject entity is treated as the title and all the edges are represented using pairs in the form of (relation, object). Then we verbalize each sub-graph with the generator \( G \). Examples of input and output for table rows and KB sub-graphs are shown in Figure 4.1.
4.3.2 Improved Data-to-Text Model Training

A known problem in data-to-text generation is that the model tends to hallucinate or neglect information in the input (Wang et al., 2020; Agarwal et al., 2021).

Faithfulness and information coverage are especially important when we apply the verbalized output to knowledge-intensive downstream tasks like ODQA. To address this, we subsample training data $T$ such that the instances are filtered out if they are likely to steer the model towards missing information. In particular, we compute ROUGE-1 (Lin, 2004) scores between the input and target of training instances and filter out those whose scores are below a certain threshold. We denote the filtered version as $T-F$. Examples of the filtered instances can be found in Table B.5, as we discuss more in section B.6, these instances may bias the model towards unwanted behaviors.

Another challenge we face is that most data-to-text training examples have succinct structured inputs. In other words, the cells in the structured input are usually single words or short phrases with corresponding short target sentences as well. In our case, a number of tables contain large cells with dozens of words. Models trained with existing data likely have a hard time verbalizing such inputs faithfully. To alleviate this domain-mismatch issue, we propose an iterative training set-up. In the first iteration, we train a generator on $T-F$. Then we apply the generator to our data. We then find high-quality verbalized outputs based on the ROUGE-1 score between the model inputs and model outputs, and sample instances with scores higher than a threshold for the next-round training. We sample instances up to the same size of $T-F$, and denote this set as $ID-T$ (examples shown in Table B.5). Finally, we mix the $ID-T$ with $T-F$ and train a second generator for verbalization.

Following recent work (Nan et al., 2021), we use the pretrained T5-Large (Raffel et al., 2019) model as our generator. Given paired training examples consisting of a structured data input and a target sentence, we finetune the T5 model to maximize the log-likelihood of generating the corresponding target sentences. Here, we follow the same experimental setup as (Ribeiro et al., 2020).

<table>
<thead>
<tr>
<th>Training Set</th>
<th># Examples</th>
<th>BLEU</th>
<th>METEOR</th>
<th>TER</th>
<th>MoverScore</th>
<th>BERTScore</th>
<th>BLEURT</th>
<th>Ans Cov</th>
</tr>
</thead>
<tbody>
<tr>
<td>DART (Nan et al., 2021)</td>
<td>62,659</td>
<td>50.66</td>
<td>0.40</td>
<td>0.43</td>
<td>0.54</td>
<td>0.95</td>
<td>0.44</td>
<td>-</td>
</tr>
<tr>
<td>DART ours ($T$)</td>
<td>62,628</td>
<td>51.05</td>
<td>0.40</td>
<td>0.43</td>
<td>0.54</td>
<td>0.95</td>
<td>0.43</td>
<td>95.4</td>
</tr>
<tr>
<td>DART ($T-F$)</td>
<td>55,115</td>
<td>51.04</td>
<td>0.41</td>
<td>0.43</td>
<td>0.54</td>
<td>0.95</td>
<td>0.43</td>
<td>96.0</td>
</tr>
<tr>
<td>DART ($T-F$ + $ID-T$)</td>
<td>110,230</td>
<td>50.59</td>
<td>0.41</td>
<td>0.44</td>
<td>0.54</td>
<td>0.95</td>
<td>0.43</td>
<td>98.4</td>
</tr>
</tbody>
</table>

Table 4.1: Intrinsic and extrinsic evaluations of verbalization approaches on DART test and NQ-table-Q (§4.4.1), respectively. “Ans Cov” refers to Answer coverage. All metrics are higher the better except for TER.

4.4 Experiment Setup

In this section, we describe the data used for experiments and sources of structured knowledge.
4.4.1 Datasets

In this paper, we use DART (Nan et al., 2021) to train our verbalizer (data-to-text) and two ODQA datasets, NQ and WebQ, to train and evaluate our pipeline, with the same split as in (Lee et al., 2019) provided by (Karpukhin et al., 2020). Below we provide a brief description of each dataset and refer readers to their papers for details.

**DART** is a data-to-text dataset containing pairs of (triple-set, sentences) collected from WebNLG (Gardent et al., 2017), E2E (Novikova et al., 2017) and crowdsourcing based on tables found in WikiSQL (Zhong et al., 2017) and WikiTableQuestions (Pasupat and Liang, 2015).

**Natural Questions** contains questions mined from Google search queries and the answers are annotated in Wikipedia articles by crowd workers.

**WebQuestions** consists of questions from Google Suggest API and the answers are annotated as entities in Freebase.

We collect **knowledge-answerable questions** from NQ and WebQ in order to evaluate our verbalizer and construct the retrieval training data. Specifically, we find questions in the original NQ training set that can be answered by a table. For each question, we search through tables in its associated HTML page to locate exact answer matches. In total, we collected 14,164 triples of (question, answer, gold table) from NQ train and dev sets as NQ-table-Q. On WebQ, we find questions that can be answered by KB via expanding from question entities and search for their 1-hop neighbors. If an answer entity is matched, we keep this sub-graph. In total, we collected 2,397 triples of (question, answer, sub-graph) from WebQ train and dev set as WebQ-KB-Q.

4.4.2 Structured Knowledge Sources

In addition to regular Wikipedia text passages, we consider two types of structured knowledge — tables from Wikipedia and KB graphs from Wikidata.

For tables from Wikipedia, we follow OTT-QA (Chen et al., 2020a) with slight modifications. Chen et al. (2020a) only consider tables in a good format, i.e., tables with no empty cell, multi-column or multi-row, and restrict the tables to have at most 20 rows or columns. Instead, we remove such constraints and keep everything with the `<table>` tag, resulting in a larger and noisier table set. We denote this more realistic set of tables as OTT-tables.

Note Oguz et al. (2020) only consider tables from the original NQ HTMLs. In addition to the size difference, OTT-tables are crawled from a more recent Wikipedia dump than the NQ version. To study the impact of knowledge source size, we also process tables from the NQ HTML pages with the heuristic suggested by (Herzig et al., 2021) to de-duplicate tables and filter lengthy cells (>80 words). We denote this set of tables as NQ-tables. To avoid overlap, we remove tables from OTT-tables whose page title are in NQ-tables set.

In total, we have a All-tables set with 2.2M tables from OTT-tables and 210K tables from NQ-tables, respectively.

For KB graphs, we consider using the English Wikidata (Vrandečić and Krötzsch, 2014) as our KB due to its broad coverage and high quality, noting its predecessor Freebase is no longer maintained despite its popularity in research. In order to be comparable with recent work (Agarwal et al., 2021), we directly use their partitioned KB graphs from WikiData in our experiments, which
is denoted as WD-graphs.

4.5 Experiments: Data-to-Text

In this section, we evaluate our data-to-text model with both intrinsic and extrinsic metrics. Since intrinsic metrics are probably less correlated with the downstream performance, we use them only as a sanity check for generation quality and focus on using an extrinsic metric for selecting models.

**Intrinsic Evaluation:** Since our model is developed mainly on DART, we first conduct the intrinsic evaluation on the DART test set to measure the impact of our improved data-to-text methods, i.e., data filtering and iterative training.

Following (Nan et al., 2021), we use the official evaluation metrics including BLEU, METEOR (Banerjee and Lavie, 2005), TER, MoverScore (Zhao et al., 2019), BERTScore (Zhang et al., 2020) and BLEURT (Sellam et al., 2020).

Table 4.1 summarizes different data-to-text models on DART test. As we can see, the resulting model trained with our data conversion (row 2) performs on par with the model using the original format (row 1). More interestingly, filtering short samples has almost no impact on the verbalizer performance (row 3). Lastly, iterative training with additional target domain data (row 4) slightly hurts on BLEU and TER and achieves similar performances on other metrics. Overall, our verbalizer with the proposed data conversion and improved training remains very effective on DART.

**Extrinsic Evaluation:** Since we are interested in applying verbalized knowledge for ODQA, the QA model is more likely to predict the correct answer only if the answer still exists after the verbalization. Therefore, we also evaluate each generator using a metric more related with the downstream task performance: *answer coverage*. Specifically, we compute the answer coverage as the percentage of examples that the answer present in the raw structured knowledge is still preserved in the corresponding verbalized output.

First, we compute the answer coverage of different generators discussed in the previous section on NQ-table-Q where tables are known to contain question-triggering content.

The scores are reported in the last column of Table 4.1. Due to more lengthy tables in NQ-table-Q, data filtering improves the answer coverage as expected. Moreover, model trained with our iterative training demonstrates substantial improvements in answer coverage, indicating that our approach is highly effective for converting tables into text. Examples for comparing different verbalizer outputs are shown in Table B.6 in section B.6. Later, we use this best generator to verbalize All-tables. We use beam search of size 10 and save all beams. To retain as much input information as possible, a re-ranking stage is carried out over these predictions based on the ROUGE-1 score between the model inputs and model outputs. The highest-ranked prediction is then used as the final output.

Lastly, we directly apply our best generator (DART T-F + ID-T) for verbalizing KB graphs. To evaluate the performance, we compare our model with the recent method KELM-verbalizer (Agarwal et al., 2021) using answer coverage on the set WebQ-KB-Q where KB sub-graphs are known to contain answer entities.

Although never tuned for KB graph inputs, our model achieves 99.6 on answer coverage, outperforming the KELM-verbalizer (97.8 on answer coverage) by a large margin. This suggests that
<table>
<thead>
<tr>
<th>Model</th>
<th>NQ</th>
<th>WebQ</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Without Structured Knowledge</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DPR (Karpukhin et al., 2020)</td>
<td>41.5</td>
<td>35.2</td>
</tr>
<tr>
<td>UnitedQA (Cheng et al., 2021b)</td>
<td>51.8</td>
<td>48.0</td>
</tr>
<tr>
<td><strong>With Structured Knowledge</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>KEALM (Agarwal et al., 2021)</td>
<td>41.5</td>
<td>43.9</td>
</tr>
<tr>
<td>UnitK-QA (Oguz et al., 2020)</td>
<td>54.1</td>
<td>57.8</td>
</tr>
<tr>
<td>UDT-QA w/ Raw Single Data</td>
<td>54.7</td>
<td>51.4</td>
</tr>
<tr>
<td>UDT-QA w/ Verbalized Single Data</td>
<td>55.2</td>
<td>52.0</td>
</tr>
<tr>
<td>UDT-QA w/ Verbalized Hybrid Data</td>
<td>55.1</td>
<td>52.5</td>
</tr>
</tbody>
</table>

Table 4.2: End-to-end open-domain QA evaluation of UDT-QA in comparison to recent state-of-the-art models on the test sets of NQ and WebQ. Exact match scores are reported (highest scores shown in **bold**).

our data-to-text approach is highly effective for both tables and KB sub-graphs.

### 4.6 Experiments: QA over Data and Text

Here we present our main experiments on ODQA over data and text. For regular Wikipedia text, we use the same index containing 21M passages as in (Karpukhin et al., 2020). To augment text, two settings are considered, i.e., the *single data* setting and the *hybrid data* setting.

In the single data setting for NQ, we augment the text index with tables from the All-tables set ($§4.4.2$). For comparison, we also experiment with the raw representations using a simple linearization of tables similar to (Oguz et al., 2020). In single data setting for WebQ, we consider combining text with KB graphs from WD-graphs in the single data setting. Different from (Oguz et al., 2020) where a separate entity-linking based retriever is used for KB, we use a single model over the text index with either linearization of raw KB graphs or our verbalized KB graphs. Hence, in our case, both text and data (tables and KB graphs) can be handled by a unified retriever-reader pipeline.

In the hybrid data setting for both NQ and WebQ, we use text, All-tables and WD-graphs for retrieval. The statistics of our document index are shown in Table B.1 in section B.1.

We create additional retriever training data from NQ-Table-Q and WebQ-KB-Q in a similar fashion as in the text-only setting, so that DPR can better handle additional knowledge. Following (Oguz et al., 2020), we also use the iterative training set-up for retriever training. More training details can be found in section B.2.

To evaluate the effectiveness of our UDT-QA for ODQA, we first include recent state-of-the-art ODQA models using text as the only knowledge source, DPR and UnitedQA. We also compare our UDT-QA with recent models using additional structured knowledge, KEALM and UnitK-QA. Following the literature, we report the exact match (EM) score for evaluation. The results are in Table 4.2.
As we can see, models with additional structured knowledge achieve better performance than text-only models. This indicates that both KB graphs and tables contain complementary knowledge which is either absent in text or harder to be reasoned over. For NQ, although we consider a significantly larger structured knowledge source which is likely to be more challenging, all our models substantially outperform UnitK-QA.

As for WebQ, our model achieves competitive performance, although worse than UnitK-QA. We attribute this gap to two possible reasons. First, UnitK-QA uses a separate entity-linking based retriever for KBs which might lead to higher retrieval recall. Second, since WebQ is fully based on FreeBase, using WikiData only in our models likely suffers from mismatch (Pellissier Tanon et al., 2016). Nevertheless, our verbalizer-based models achieve better performances than the corresponding raw format models on both datasets, indicating that the proposed verbalizer is highly effective for tables and KB graphs.

### 4.7 Analysis

In this section, we present analyses of the impact of document index size, the use of additional structured knowledge in a hot-swap setting, comparison to a recent KB-only data-to-text approach in an end-to-end fashion, and manual exam of the verbalized/raw tables for their impact on ODQA.

**How does the size of the document index affect retriever and reader performance?** More knowledge is likely to have better coverage of relevant information. On the other hand, larger and noisier index also increases the reasoning complexity.

To understand the impact of the increased document index size, we conduct experiments with a restricted setting where only relevant subset of knowledge to the corresponding dataset (a prior) is used for retrieval. Similar to (Oguz et al., 2020), we experiment with the combined document index of text and NQ-tables for NQ. As for WebQ, we keep documents from WD-graphs that

<table>
<thead>
<tr>
<th>Source</th>
<th>Format</th>
<th>R20</th>
<th>R100</th>
<th>EM</th>
</tr>
</thead>
<tbody>
<tr>
<td>text</td>
<td>-</td>
<td>80.8</td>
<td>86.1</td>
<td>49.6</td>
</tr>
<tr>
<td>+NQ-tables</td>
<td>raw</td>
<td>85.2</td>
<td>90.1</td>
<td>51.1</td>
</tr>
<tr>
<td>+NQ-tables</td>
<td>V</td>
<td>85.5</td>
<td>90.2</td>
<td>51.2</td>
</tr>
<tr>
<td>+All-tables</td>
<td>raw</td>
<td>85.8</td>
<td>90.7</td>
<td>52.1</td>
</tr>
<tr>
<td>+All-tables</td>
<td>V</td>
<td>86.0</td>
<td>90.7</td>
<td>52.5</td>
</tr>
<tr>
<td>text</td>
<td>-</td>
<td>78.9</td>
<td>82.3</td>
<td>52.6</td>
</tr>
<tr>
<td>+WD-graphs-WebQ</td>
<td>raw</td>
<td>83.4</td>
<td>86.1</td>
<td>57.1</td>
</tr>
<tr>
<td>+WD-graphs-WebQ</td>
<td>V</td>
<td>83.4</td>
<td>85.0</td>
<td>55.7</td>
</tr>
<tr>
<td>+WD-graphs</td>
<td>raw</td>
<td>82.8</td>
<td>86.1</td>
<td>54.3</td>
</tr>
<tr>
<td>+WD-graphs</td>
<td>V</td>
<td>82.8</td>
<td>86.7</td>
<td>55.4</td>
</tr>
</tbody>
</table>

Table 4.3: Impact of document index size over separately trained retriever-reader models (Top for NQ and bottom for WebQ). All metrics are computed on the corresponding dev set. V stands for Verbalized here and onwards.
Table 4.4: Hot-swap evaluation of raw vs verbalized table using a text-only retriever-reader model on NQ test.

<table>
<thead>
<tr>
<th>Source</th>
<th>Format</th>
<th>R20</th>
<th>R100</th>
<th>EM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Text-only</td>
<td></td>
<td>81.3</td>
<td>87.3</td>
<td>51.8</td>
</tr>
<tr>
<td>+NQ-tables</td>
<td>raw</td>
<td>83.9</td>
<td>90.3</td>
<td>51.7</td>
</tr>
<tr>
<td>+NQ-tables</td>
<td>V</td>
<td>84.3</td>
<td>90.4</td>
<td>52.5</td>
</tr>
<tr>
<td>+All-tables</td>
<td>raw</td>
<td>84.0</td>
<td>90.6</td>
<td>51.7</td>
</tr>
<tr>
<td>+All-tables</td>
<td>V</td>
<td>84.5</td>
<td>90.6</td>
<td>52.7</td>
</tr>
</tbody>
</table>

contain any of the question entity in WebQ to build WD-graphs-WebQ, and experiment with using text + WD-graphs-WebQ.

In addition to EM, we report R20 and R100, evaluating the retrieval accuracy of gold passages in the top-20 and top-100 documents, respectively. The results are reported in Table 4.3.

For NQ, in spite of being more challenging, we see that using All-tables yield substantial improvement in both recall and answer exact match compared to using NQ-tables.

This indicates that, with proper training, ODQA models are likely to benefit from enriched knowledge.

Although the larger raw form index brings in decent improvement (+1 EM) in terms of reader performance (+All-tables vs +NQ-tables), our verbalized knowledge is more friendly for answer reasoning leading to a more notable QA improvement (+1.3 EM). Different from NQ, we observe that on WebQ the restricted setting with WD-graphs-WebQ achieves better results. We hypothesize that this is likely due to the scale of WebQ dataset.

The small amount of WebQ training makes the retriever insufficient to handle large-scale document index. We leave the verification of this hypothesis for future work.

**Does a text-only retriever-reader model benefit more from verbalized knowledge compare to raw format (hot-swap)?** Since both retriever and reader are based on pretrained language models, we hypothesize that they would probably benefit more from the verbalized knowledge due to its similar style as text. This can be particularly useful for a hot-swap setting where both retriever and reader have only seen textual knowledge during training.

To verify that verbalized knowledge is more amenable, we carry out a hot-swap experiment here. Specifically, we directly use a DPR model trained on NQ text-only data for additionally indexing both NQ-tables and All-tables. Then, the inference retrieval is performed on the augmented document index for an input question, and a text-only United-QA-E reader trained on NQ is applied for answer inference afterwards. The results are summarized in Table 4.4. Similar to the previous fully fine-tuned settings, we see that additional knowledge still provides substantial improvements for text-only retriever using either raw or verbalized knowledge. However, the improvement in recall is not reflected in the later reader performance for the raw format, whereas the hot-swap answer inference performance is notably improved with verbalized knowledge. This observation further validates our hypothesis that verbalized knowledge is more beneficial, especially for reader.
### Table 4.5: Comparison of verbalized knowledge from our verbalizer and KELM for retriever and reader on WebQ test. Dev results can be found in Table B.3 in section B.4.

<table>
<thead>
<tr>
<th>Q&amp;A</th>
<th>V table</th>
<th>Raw table</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Q</strong>: star wars the clone wars</td>
<td><strong>TITLE</strong>: List of Star Wars: The Clone Wars episodes</td>
<td>l no. in series, season, no. in season, title l</td>
</tr>
<tr>
<td>season 3 episode 1</td>
<td>... the theatrical film: &quot;the new padawan&quot; &quot;castle of deception&quot; &quot;castle of doom&quot; &quot;castle of salvation&quot; is no. 3-6 in the series of star wars: the clone wars episodes. &quot;clone cadets&quot; in season 3 of star wars: the clone wars is number 1 in season and number 7 in series. &quot;supply lines&quot; is episode 8 in series and 3 in season of star wars: the clone wars game ....</td>
<td>l 3-6, empty, empty, theatrical film: &quot;the new padawan&quot; &quot;castle of deception&quot; &quot;castle of doom&quot; &quot;castle of salvation&quot; l 7, 3, 1, &quot;clone cadets&quot; l 8, 3, empty, &quot;supply lines&quot; l ...</td>
</tr>
<tr>
<td><strong>A</strong>: Clone Cadets</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

| Q: when was the last time mount ruapehu erupted | **TITLE**: Mount Ruapehu | l empty, empty, empty, elevation, prominence, listing, coordinates, empty, translation, empty, empty, empty, age of rock, mountain type, volcanic arc/belt, last eruption, empty, first ascent, easiest route l ... 200,000 years, stratovolcano, taupo volcanic zone, 25 september 2007, climbing, 1879 .... l |
| A: 25 September 2007                       |                                                                         |                                                                          |

| Q: who has the most yards per carry in nfl history | **TITLE**: List of National Football League career emmitt smith of the dallas cowboys (1990-2002) and arizona cardinals (2003-2004) was the first player on the national football league career rushing yards leaders list. walter payton of the chicago bears (1975-1987) ranked second .... | rushing yards leaders |
| A: Emmitt Smith                              |                                                                         |                                                                          |

| Q: which country has the smallest population in europe | **TITLE**: List of European countries by population vatican city ranks 50 on the list of european countries by population with 1,000 current population and 0.0 % of population. the list of european countries by population has 0.0 average relative annual growth(%) and 0 average absolute annual growth. the source is official estimate and the date of last figure is 2012. The total population .... | l rank, country, current population, % of population, average relative annual growth(%), average absolute annual growth, estimated doubling time(years), official figure, date of last figure, regional grouping, source l l 50, vatican city, 1,000, 0.0, 0.0, 0, -0, 2012, empty, official estimate l empty, total, .... |
| A: Vatican City                              |                                                                         |                                                                          |

### Table 4.6: Examples of tables/chunks retrieved by our model given the question, where the evidence is bolded. In raw table, l is the row separator and empty is the filler token used by our table parsing heuristic (to make the table in good shape)

**How does the proposed verbalizer compare to recent data-to-text models?** Lastly, we compare our verbalizer with the recently proposed data-to-text generator for converting KB graphs only, KELM (Agarwal et al., 2021). Since both KELM generator and our verbalizer are based on the same partitioned Wikidata, this evaluation can fully reflect their corresponding generation impacts on ODQA in an end-to-end fashion. Here, we evaluate using our verbalized WD-graphs and
the KELM corpus as additional knowledge on WebQ. In particular, we follow the same procedure
to train and evaluate our retriever and reader except that we swap the WD-graphs with KELM
corpus in data construction and retrieval. Both retriever and reader performances are reported in
Table 4.5. Note that the KELM data-to-text model is customized solely for converting KB graphs
and trained with a much larger dataset (about 8M training instances), whereas our verbalizer is
applicable to both tables and KB graphs with smaller training data (only 110K instances).

Nevertheless, consistent with its better extrinsic performance (§4.5), our verbalizer again out-
performs the KELM generator in both retrieval and reading, which provides further support for the
effectiveness of our approach as a unified interface for ODQA over data and text.

4.8 Related Work

Data-to-Text Generating text from structured data has been a popular task in NLP. Many dataset
have been proposed for this task such as Wikibio (Lebret et al., 2016), Rotowire (Wiseman et al.,
2017), WebNLG (Gardent et al., 2017) and E2E (Novikova et al., 2017), where each dataset focuses
on a particular domain. More recently, large-scale datasets that contain open-domain examples
have been proposed including DART (Nan et al., 2021), TOTTO (Parikh et al., 2020), WikiTableT
(Chen et al., 2021b) and GenWiki (Jin et al., 2020). On the modeling side, finetuning the pre-
trained models typically achieves promising performance (Ribeiro et al., 2020). Wang et al. (2020)
propose customized loss functions to reduce model hallucination during generation. Muti-task
learning is used to improve the model’s robustness towards input variations (Hoyle et al., 2021).
Chen et al. (2020c) introduce a generalized format and a pretrained model that can generate text
from both table rows and knowledge graphs. Most previous work on data-to-text generation has
only conducted internal evaluation, using typical generation metrics such as BLEU and ROUGE,
hence the data-to-text is considered the target task. In this paper, we argue that different training
strategies and evaluation metrics should be adapted when applying data-to-text models to down-
stream tasks, i.e. ODQA. Related to our work, Agarwal et al. (2021) convert the entire Wikidata
to natural language using a finetuned T5 model (Raffel et al., 2019).

In this work, we generalize the data-to-text approach for verbalizing both tables and KB graphs
in a unified fashion and study the verbalized knowledge on ODQA.

QA with Data and Text As the knowledge required to answer the questions may not be avail-
able in the textual corpus, previous studies have sought to incorporate knowledge from different
sources such as tables and knowledge bases. Min et al. (2019) use Wikidata to expand seed pas-
sages found by the retriever and enhance encoded passage representations in the reader. Li et al.
(2021a) propose a hybrid framework that takes both text and tables as inputs to produce answers
and SQL queries. Recently, Chen et al. (2020a) developed the OTT-QA dataset containing ques-
tions that require joint reasoning over both tables and text, where the tables and text come from
entire Wikipedia. There is also a line of work that studies model architectures for tables specifi-
cally or joint encoding of tables and text (Yin et al., 2020; Herzig et al., 2020; Zayats et al., 2021;
Glass et al., 2021). However, their focus is not on open-domain QA tasks. Most similar to our
work is (Oguz et al., 2020), where they use both tables and Wikidata/Freebase knowledge graph
along with Wikipedia text for ODQA. However, they simply linearized structured data without using any verbalizer, thus may suffer from sub-optimal input representation. Also, their tables are only mined from original NQ HTMLs, i.e., a constrained setting. In contrast, we consider tables from full Wikipedia which is a much larger set. Additionally, separate retrieval models are used for tables and KB in (Oguz et al., 2020) whereas we develop a unified model over text and data.

4.9 Discussion and Conclusion

In this chapter, we demonstrated a unified verbalizer-retriever-reader framework, UDT-QA, for open-domain QA over structured data and text. We proposed a novel data-to-text paradigm that can largely improve the verbalization effectiveness for downstream knowledge-intensive applications, i.e., open-domain QA, when attaining good intrinsic performances. With the verbalized knowledge, we achieved a new state-of-the-art result for NQ. Remarkably, we showed that simply augmenting the text index with the verbalized knowledge improves the performance without retraining the model.

The efforts in this chapter further improved the systems’ generalization across different knowledge types. While encouraging, we noticed that the questions we studied so far are mostly simple questions, i.e. the questions can be solved with one single piece of evidence. In practice, a lot of user questions are complex and require the system to gather multiple pieces of evidence, potentially from different knowledge sources. Since our existing framework can not address such complex questions well, we proceed to propose new solutions to address this issue in the next chapter.
Chapter 5

Open Domain Question Answering via Chain-of-Reasoning over heterogeneous knowledge

As discussed in the previous chapter, there exist many complex questions that require the system to perform multiple steps of reasoning to derive the answer. Previous work on complex QA built customized models that do not work well for simple questions. Also, they rely solely on the retriever to gather all evidence in isolation, which lacks interpretability of the intermediate reasoning steps. In this chapter, we propose a novel open-domain question answering (ODQA) framework for answering single/multi-hop questions across heterogeneous knowledge sources to address the shortcomings of previous works. The key novelty of our method is the introduction of the intermediary modules into the current retriever-reader pipeline. Specifically, we decompose the overall reasoning process into four discrete operations, retriever, link, rerank and read. Each of the operations is implemented by a standalone module, and these modules are executed in a row to answer the question. With such formulation, we are able to train one single model that is able to solve both single-hop and multi-hop questions, leveraging the tables and text passages from Wikipedia. In addition to this improved generalization across question types, we also show that this modularization naturally offers better interpretability of the intermediate reasoning process.

5.1 Introduction

The task of open-domain question answering (ODQA) typically involves multi-hop reasoning, such as finding relevant evidence from knowledge sources, piecing related evidence with context together, and then producing answers based on the final supportive set. While many questions can be answered by a single piece of evidence (Joshi et al., 2017; Kwiatkowski et al., 2019), answering more complex questions are of great interest and require reasoning beyond local document context (Yang et al., 2018; Geva et al., 2021). The problem becomes more challenging when evidence is scattered across heterogeneous sources, e.g., unstructured text and structured tables (Chen et al., 2020a), which necessitates hopping from one knowledge modality to another. Consider the question in Figure 5.2. To form the final answer, a model needs to find the entry list (a table) of the mentioned touring car race, look up the driver name with the correct rank, search for the corresponding driver information, and extract the birthplace from the free-form text.
Figure 5.1: Our **CORE** vs. previous retriever-only methods for evidence discovery. The grey square is the question, the blue dots are 1st-hop passages, the blue triangles are 1st-hop tables, and the purple dots are 2nd-hop passages.

Figure 5.2: An illustration of **CORE** for ODQA. Given a question, the **retriever** first finds hop-1 evidence from the entire Wikipedia (orange arrows). Then the **linker** gathers relevant documents for the hop-1 evidence (purple arrows), which are treated as hop-2 evidence. Next, the **chainer** reranks all hop-1 and hop-2 evidence and splices them together into evidence chains (blue arrows). Finally, the **reader** takes in the top-50 chains and produces the answer (black arrows). The gold evidence chain is marked in red.
Existing retriever-reader methods (Min et al., 2021, *inter alia*) for ODQA mainly customize the retriever model for tackling individual question types, *i.e.*, exclusively relying on the retriever to gather all necessary context in a query-dependent fashion. As shown in Figure 5.1, the single-hop model (Karpukhin et al., 2020) only retrieves a list of isolated passages (blue dots). For multi-hop cases, an iterative retriever looks for a query-dependent path of passages (blue-purple dot chains) (Xiong et al., 2020b), *i.e.*, the later hop passages are retrieved using expanded queries including the original question and previous hop passages. Although those retrieval-only methods achieve promising results on their targeted cases, the customized retrievers are unable to generalize well. For example, an iterative passage retriever trained with both multi-hop and single-hop questions performs poorly over both types (Xiong et al., 2020b). For real-world applications with heterogeneous knowledge sources, it is desirable for an ODQA system to handle both cases well, and the retrieval-only methods are unlikely to succeed.

We propose a novel Chain Of REasoning (CORE) framework that generalizes well on both single-hop and multi-hop question answering. The main contribution of CORE is the introduction of two intermediary modules, the linker and the chainer, that play the bridging role between the retriever and the reader, *i.e.*, piecing together related evidence with necessary context for single/multi-hop questions. These two modules work in a forward-backward fashion. In the forward pass, the linker, a novel table entity linking model (§5.3.1), links the raw evidence with its related context (*e.g.*, table-passage graphs in Figure 5.1). The chainer, a new unsupervised reranker (§5.3.2), then prunes all linked evidence using the corresponding question generation scores from a pretrained language model (Sanh et al., 2021) to form a shortlist of relevant evidence chains in a backward noisy channel fashion (*e.g.*, table-passage paths in Figure 5.1). By delegating the hopping operation to the intermediary, our formalization can potentially gather evidence more effectively over different question types.

To demonstrate the effectiveness of CORE, we evaluated the proposed model on two popular ODQA datasets, the multi-hop dataset OTT-QA (Chen et al., 2020a) and the single-hop dataset NQ (Kwiatkowski et al., 2019). Empirically, we show that our approach is general for both types of reasoning in ODQA. In particular, CORE substantially outperforms the previous state-of-the-art (SOTA) on OTT-QA by 14+ points on exact match scores (45%+ relative gain), and it is competitive with SOTA models on NQ. Moreover, we show that one single unified model can learn to solve both tasks under our framework.

From our analysis, we also find that our evidence chains can potentially help answer single-hop questions by enriching the evidence with more supportive context.  

### 5.2 Overview of the CORE Framework

The CORE framework is designed to answer questions where the answer is a contiguous span from a table $t$ or a passage $p$. Here neither $t$ nor $p$ is given, so they need to be retrieved from the table corpus $C_t$ and the passage corpus $C_p$, respectively. For single-hop questions, a single $t$ or $p$ may be sufficient, whereas for multi-hop questions, one or more $t$ and $p$ are required to find the answer.

---

1Data and code available at https://github.com/Mayer123/UDT-QA
As shown in Figure 5.2, **CORE** consists of a *retriever*, a *linker*, a *chainer* and a *reader*. We adopt the DPR model (Karpukhin et al., 2020) as our retriever. We only briefly describe the retriever here as it is not the main focus of our work. The DPR is a bi-encoder model that consists of a question encoder and a context encoder. For our setting, the questions and passages/tables are represented by the [CLS] embedding produced by their respective encoder, and the retrieval is done by maximum inner product search in the vector space. For a given question, we use DPR to retrieve the initial evidence set which includes tables and passages.

Given the initial evidence set (e.g., the car race entry list table in Figure 5.2), our intermediary module produces a list of query-dependent evidence chains (e.g., the red line linked evidence chain consisting of the car race entry list and the driver’s Wikipedia page). We first propose a linker model (§5.3.1) to expand the candidate evidence set by including extra passages related to tables in the initial set (purple arrows in Figure 5.2). This step allows the model to enrich the evidence context, especially including reasoning chains needed for multi-hop questions.

Since there could be many links between a piece of evidence and others (i.e., a densely connected graph), considering all links is computationally infeasible for the downstream reader. Thus, we develop a chainer model (§5.3.2) to prune the evidence graph with the corresponding question and then chain the evidence across hops together to form query-dependent paths. Here, we only keep top-$K$ scored chains for reading so that the reader can work on a fixed computation budget.

Finally, the Fusion-in-Decoder (FiD) (Izacard and Grave, 2021), a T5-based generative model (Raffel et al., 2019), is used as the reader for generating the final answer. The model first encodes each top-$K$ evidence chain independently along with the question. During decoding, the decoder can attend to all chains, thus fusing all the input information.

### 5.3 Intermediary Modules

In this part, we present the two key components of **CORE** for supporting multi-hop reasoning, i.e., the linker for building evidence graphs and the chainer for forming query-dependent paths.

#### 5.3.1 Linker

In this work, we mainly focus on linking an entity mention in the retrieved evidence to the corresponding Wikipedia page for building evidence graphs. This setup is related to the recent entity linking work (Wu et al., 2020). However, there are important modifications for ODQA. In particular, instead of assuming the entity mention as a prior, we consider a more realistic end-to-end scenario for ODQA: the linker model has to first propose candidate entity mentions (spans) for a given evidence (e.g., “Tony Longhurst” in Figure 5.2), and then links the proposed mention to its Wikipedia page. Another major difference is that we study entity mentions in tables instead of text. As tables contain more high-level summary information than text, using tables as pivots for constructing evidence graphs can potentially help improve the recall of evidence chains for QA. In the meanwhile, this task is challenging due to the mismatch between the lexical form of the table cells and their linked passage titles. For example, the table of "NCAA Division I women’s volleyball tournament" contains the cell VCU, which refers to VCU Rams instead of Virginia Commonwealth University. Thus simple lexical matching would not work.
In the following, we first describe the model for entity mention proposal and then present a novel entity linking model for mentions in tables. Both models are based on a pretrained language model, BERT (Devlin et al., 2019). Following previous work (Oguz et al., 2020), we flatten the table row-wise into a sequence of tokens for deriving table representations from BERT. In particular, we use \( x_1, \ldots, x_N \) to denote an input sequence of length \( N \). Typically, when using BERT, there is a prepended token \([CLS]\) for all input sequences, i.e., \([CLS], x_1, \ldots, x_N\). Then the output is a sequence of hidden states \( h_{(CLS)}, h_1, \ldots, h_N \in \mathbb{R}^d \) from the last BERT layer for each input token, where \( d \) is the hidden dimension.

**Entity Mention Proposal** In realistic settings, the ground truth entity mention locations are not provided. Directly applying an off-the-shelf named entity recognition (NER) model can be sub-optimal as the tables are structured very differently from the text. Thus, we develop a span proposal model to label the entity mentions in the table. Specifically, we use BERT as the encoder (BERT\(^m\)) and add a linear projection to predict whether a token is part of an entity mention for all tokens in the table,

\[
\hat{y} = W h^m,
\]

where \( h^m \in \mathbb{R}^{N \times d} \) and \( W \in \mathbb{R}^{2 \times d} \). The model is trained with a token-level binary loss

\[
-\frac{1}{N} \sum_{n=1}^{N} (y_n \log P(\hat{y})_1 + (1 - y_n) \log P(\hat{y})_0),
\]

where \( y_n \) is the 0-1 label for the token at position \( n \), and \( P(\cdot) \) is the softmax function.

**Table Entity Linking** Once the candidate entity mentions are proposed, we follow Wu et al. (2020) to use a bi-encoder model for linking. Similarly, two BERT models are used to encode tables (BERT\(^t\)) and passages (BERT\(^p\)), respectively. In contrast, as there are multiple entity mentions for each table, we want to avoid repetitively inserting additional marker tokens and re-computing representations for each mention occurrence. Accordingly, we cannot simply take the \([CLS]\) embeddings for linking as previous work (Wu et al., 2020). Inspired by Baldini Soares et al. (2019), to represent each entity mention, we propose a new entity representation based on the entity start and end tokens. For an entity mention with a start position \( i \) and end position \( j \) in the table, we compute our proposed entity embedding \( e \in \mathbb{R}^d \) for linking by

\[
e = (h^t_i + h^t_j) / 2,
\]

For passages, we directly take the \([CLS]\) hidden state \( p = h^p_{[CLS]} \in \mathbb{R}^d \) as the passage representation. Following the literature, the table entity linker is trained based on a contrastive learning objective

\[
L_{\text{sim}} = -\frac{\exp(\text{sim}(e, p^+))}{\sum_{p' \in \mathcal{P} \cup \{p^+\}} \exp(\text{sim}(e, p'))},
\]

where \( p^+ \) is the corresponding (positive) passage and \( \mathcal{P} \) is the irrelevant set of negative passages.

**Training** To train our linker including entity mention proposal and table entity linking, we leverage a small set of Wikipedia tables with ground truth hyperlinks, where each linked mention and the first paragraph of the linked page constitute a positive pair (see section C.3). Similar to Wu et al. (2020), we use BM25 (Robertson and Walker, 1994b) to mine hard negative pairs for each entity.
mention.

**Inference** During inference, we first use the entity span proposal model to label entity mentions in the tables and then run the table entity linking model to link predicted mentions to passages via maximum inner product search (Johnson et al., 2019). Here, we allow searching over all passages rather than the first paragraph of each Wikipedia page for recall purposes.

For efficient inference, the passage corpus can be pre-computed and stored as done in dense retrieval (Karpukhin et al., 2020). Then we can build links for all tables in the corpus (inducing graph-structured corpus), and directly use the graph to enrich the isolated evidence items from the retriever.

### 5.3.2 Chainer

Although the linker model can effectively enrich the table with all relevant passages and provide possible hopping paths for reasoning, the amount of resulting information is too overwhelming if sent directly for reading, i.e., a table could contain multiple entity mentions, resulting in a densely connected evidence graph. To make it easy for the reader, we use the chainer model to prune graphs and extract the most relevant paths. Since the linker (§5.3.1) builds the evidence graphs in a query-agnostic fashion, an important function of chainer here is to incorporate the question when selecting the top-K evidence paths for answer inference.

Motivated by recent work (Sachan et al., 2022) in using pretrained generative language models for passage reranking, we also build the chainer on T0 (Sanh et al., 2021) in a zero-shot fashion, i.e., no training is required. Different from their approach, we design a novel relevance scoring for query-dependent hybrid evidence path reranking rather than isolated passages.

Given a question $q$, we model the relevance of a question-table-passage path using the following conditional

$$P(t, p|q) = P(p|t, q)P(t|q), \quad (5.6)$$

where $t \in \mathbb{C}_T$, $p \in \mathbb{C}_P$. The second term $P(t|q)$ is modeled by our retriever. Given that our linker is query-agnostic (i.e., only modeling $P(p|t)$), we do not have a good estimation for $P(p|t, q)$ on the right-hand side. To remedy this, we apply the Bayes rule to Equation 5.6

$$P(t, p|q) \approx P(q|t, p)P(p|t)P(t|q). \quad (5.7)$$

To estimate $P(q|t, p)$, we use the question generation likelihood as in Sachan et al. (2022). Different from Sachan et al. (2022), here we have two conditional variables. Naively computing question generation scores on all pairs results in quadratic complexity which is very computation intensive for T0.\(^2\) To reduce the inference cost, we further decompose $P(q|t, p)$ into two question generation scores $S_{T0}(q|p)$ and $S_{T0}(q|t)$, both based on the question generation likelihood from T0. In this way, we can reuse $S_{T0}(q|t)$ for corresponding linked passages with a linear cost. To compute $S_{T0}(q|p)$ and $S_{T0}(q|t)$, we append the instruction “Please write a question based on this passage.”\(^3\) to every passage/table and use the same mean log-likelihood of the question tokens conditioned on the passage/table (Sachan et al., 2022).

---

\(^2\)Even the smallest T0 model has 3B parameters.

\(^3\)Changing “passage” to “table” in the prompt does not make much difference.
As our pilot study suggests that the query-agnostic linker scores are not so informative for query-table-passage paths, we only combine the retriever score with two question generation scores from Equation 5.7 as the final chainer score for reranking evidence paths (i.e., $P(p|t)$ is dropped)

$$S_R(t, q) + \alpha S_{T0}(q|t) + \beta S_{T0}(q|p),$$

(5.8)

where $S_R(t, q) \sim P(t|q)$, and is defined as

$$S_R(t, q) = \log\left(\frac{\exp(\text{sim}(t, q))}{\sum_{t_i \in \mathcal{T}} \exp(\text{sim}(t_i, q))}\right),$$

(5.9)

$\text{sim}(\cdot, \cdot)$ is the unnormalized retriever score, $\mathcal{T}$ is the first-hop evidence set, $\alpha$ and $\beta$ are hyperparameters. For singleton cases (first-hop table/passage without link), we modify the last two terms of Equation 5.8 to $2\alpha S_{T0}(q|t)$ and $2\alpha S_{T0}(q|p)$ for tables and passages, respectively. This can help ensure that the chainer scores for singletons and table-passage paths are on the same scale. Then we sort all singletons and chains using the chainer score and keep the top-k results. We also use heuristics to reduce potential duplication and details are in section C.1.

### 5.4 Experiments

In this section, we first describe datasets and knowledge sources (§5.4.1). Then we discuss single-set and joint-set experiment setups (§5.4.2) and baselines for comparison (§5.4.3). Finally, we present experiment results on OTT-QA and NQ (§5.4.4).

#### 5.4.1 Datasets

**OTT-QA** (Chen et al., 2020a) is an open-domain QA dataset that contains mostly multi-hop questions. These questions require joint reasoning over evidence from tables and text passages.

**Natural Questions** (NQ) (Kwiatkowski et al., 2019) contains real user queries submitted to the Google search engine and the questions are mostly single-hop and considered solvable using either a single text passage or a table. We adopt the open-domain setting proposed by Lee et al. (2019).

For OTT-QA, we adopt its official release of text passages and tables. The passages are first paragraphs from all Wikipedia pages, whereas tables are well-formed tables from full Wikipedia (i.e., no infoboxes, no multi-column/multi-row tables, etc.). For NQ, we adopt the Wikipedia passage splits from Karpukhin et al. (2020) and we use the processed table sets of full Wikipedia released by Ma et al. (2022b). Statistics can be found in section C.2.

#### 5.4.2 Experimental Settings

We train a single **linker** on the OTT-QA training set, and directly apply it for both tasks. For **chainer**, we apply the off-the-shelf T0-3B (Sanh et al., 2021) for reranking on both tasks, i.e., no updates to the model. Hence both models are task-independent. For both **retriever** and **reader**, we consider both **single-set** setup where separate models are trained for individual tasks and the **joint-set** setting where a single model is trained to solve both tasks. During inference, the retriever searches over task-specific knowledge sources. For OTT-QA, since most of its questions have
tables as the first-hop evidence, we run the retriever only on the table set in the first hop to find top-100 tables. For NQ, the retriever searches over the joint index of all text and tables and keeps the top-100 items in the first hop. After retrieval, we use the linker to expand tables in the top-100 set into graphs and use the chainer to select the top-50 chains. As the chained evidence is typically longer, unless otherwise specified, we only use the top-50 chains and set the maximum sequence length to 500 for the FiD reader. More training details are in section C.3.

### 5.4.3 Baselines

We briefly describe the baselines for both tasks. For OTT-QA, the HYBRIDER (Chen et al., 2020d) is a reading comprehension model for joint reasoning over tables and passages. This baseline uses BM25 to retrieve relevant tables and passages. Instead, Fusion Retriever + Cross-Block Reader (FR+CBR) (Chen et al., 2020a) first links table rows to passages using BM25 to build an index of linked documents (blocks). Then it trains a biencoder dense retriever (further enhanced by Inverse Cloze Task pretraining (Lee et al., 2019)) to find the most relevant blocks. Then they use the ETC (Ainslie et al., 2020) as the reader to process up to 4K tokens returned by the retriever. CARP (Zhong et al., 2022) employs similar retriever and reader models as FR+CBR, and it additionally extracts hybrid knowledge chains to facilitate the reader’s reasoning process. All approaches are dataset-specific, hence are unlikely to handle other question types from NQ. We note that both FR+CBR and CARP’s reader components adopt models specifically designed for handling long sequences. Since our overall goal is to build a unified system for both single-hop and multi-hop questions, we choose FiD based on its ability to handle different cases. We also compare against two oracle settings from Chen et al. (2020a). The first one uses gold hyperlinks in fusion retriever instead of BM25 to link table rows and passages. The second setting adopts gold hyperlinks and gold tables for the HYBRIDER reader, i.e., no retrieval is involved. This setting is previously considered as an estimated upper bound for this task (Chen et al., 2020a).

On NQ, we compare with text-only baselines: DPR (Karpukhin et al., 2020) which applies a BERT-based reader to first select the best passage from top-k returned by the retriever and then extracts the answer span in it; FiD (Izacard and Grave, 2021); and UnitedQA (Cheng et al., 2021b))

<table>
<thead>
<tr>
<th></th>
<th>Dev EM</th>
<th>Dev F1</th>
<th>Test EM</th>
<th>Test F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>HYBRIDER (Chen et al., 2020d)</td>
<td>10.3</td>
<td>13.0</td>
<td>9.7</td>
<td>12.8</td>
</tr>
<tr>
<td>FR+CBR (Chen et al., 2020a)</td>
<td>28.1</td>
<td>32.5</td>
<td>27.2</td>
<td>31.5</td>
</tr>
<tr>
<td>CARP (Zhong et al., 2022)</td>
<td>33.2</td>
<td>38.6</td>
<td>32.5</td>
<td>38.5</td>
</tr>
<tr>
<td>Oracle Link + FR+CBR</td>
<td>35.2</td>
<td>39.9</td>
<td>35.0</td>
<td>39.5</td>
</tr>
<tr>
<td>Oracle Link&amp;table + HYBRIDER</td>
<td>44.1</td>
<td>50.8</td>
<td>43.0</td>
<td>49.8</td>
</tr>
<tr>
<td>CORE (single)</td>
<td>49.0</td>
<td>55.7</td>
<td>46.7</td>
<td>53.5</td>
</tr>
<tr>
<td>CORE (joint)</td>
<td>49.0</td>
<td>55.7</td>
<td>47.3</td>
<td>54.1</td>
</tr>
</tbody>
</table>

Table 5.1: End-to-end QA results on OTT-QA.
which is an extractive model based on ELECTRA (Clark et al., 2020) and enhanced with additional
training objectives (Cheng et al., 2021a, 2020). We also compare with models that consider tables
as knowledge sources: Unik-QA (Oguz et al., 2020) which augments the document index with NQ
tables and uses FiD reader to generate the answer; UDT-QA (Ma et al., 2022b) which incorporates
the tables from full Wikipedia and adopts UnitedQA as its reader.

5.4.4 Results

The end-to-end results on OTT-QA are shown in Table 5.1. Our CORE models substantially outper-
form all baselines by a large margin, illustrating the effectiveness of our proposed framework. It is
worth noting that our model also outperforms two oracle settings proposed in Chen et al. (2020a).
This is potentially because the capacity of their reader models is quite limited compared to ours.
For FR+CBR, the model can only read up to 4K tokens, whereas in our case, the FiD reader can
process up to 25K tokens. We also observe that evidence to questions in OTT-QA can be found
in many different reasoning chains. In other words, tables that are not annotated as gold may still
provide valuable information for reasoning. However, only one table is considered in their oracle
experiment with HYBRIDER. Also, it is worth noting that the joint model outperforms the sin-
gle model on OTT-QA, indicating that our framework can effectively leverage NQ data to benefit
OTT-QA.

Table 5.2 summarizes the results on NQ. Similar to previous work using tables as the ex-
tra knowledge source, we also find our method to be consistently better than text-only baselines.
Overall, CORE achieves competitive performance compared to SOTA models. It is also worth
noting that both Unik-QA and UDT-QA use the iterative training strategy for the retriever, which
leads to higher retriever performance. In particular, UDT-QA achieves 91.9 recall@100 on the NQ
test set, whereas we only get 90.3. This difference in retriever recall likely explains the gap in the
end-to-end QA performance. Since iterative training of the retriever is not used by baselines on
OTT-QA, we leave that out in our experiments. For consistency, we only train our retriever for one
round. Also, we note that the joint model performs slightly worse than the single-dataset model,
which is different from the trend observed on OTT-QA. We hypothesize that this is due to the dis-
tribution difference of the evidence chains in the two datasets. Most of the top-ranked evidence are
chained cases on OTT-QA, whereas that reduces to only 30% on NQ (the rest 70% are singleton cases). The current FiD reader may have a hard time reasoning over both singleton and chained cases simultaneously. We leave further exploration for future work.

5.5 Analysis

In this section, we conduct ablation studies and analyze different components of our framework.

5.5.1 Ablation Study

We start by ablating our chainer on the OTT-QA task using CORE (single) from Table 5.1. The results are summarized in Table 5.3. First, we experiment with removing question generation score (QGS) for hop1 evidence (row 2). In this case, Equation 5.8 will not have the second term and a large performance drop is observed, suggesting that it is important to apply chainer to reweight the retrieved items. Under the same setting, we try to increase the number of items and decrease the max sequence length for reading (row 3). Here we are interested in seeing the impact of reading more chains while constraining the length of individual chains. The slight performance drop indicates that potential information loss from longer chains is detrimental to the final performance.

Then we test removing QGS entirely (row 4). As there is no reranking at all, we simply take all linked passages for each table based on the initial retrieved order. Here, since we exhaustively include all linked passages for each table, the reader budget can be quickly filled by the top few retrieved tables, which probably makes the reader suffer from information loss with too many irrelevant items. Indeed we see another large drop in the QA performance, showing the importance of reranking. Finally, we experiment with removing chainer (row 5). It goes one step further by not concatenating the table rows with linked passages and only passing each piece of evidence independently. Here we are interested in whether FiD is able to fuse the information without explicit chaining. The largest performance drop is observed here, suggesting that chaining the items from different hops is vital for the reader.

We also study the effect of the number of retrieved items as input to the reader on its QA performance by varying the number of chains sent to the reader. The results on OTT-QA dev set are shown in Table 5.4. As we can see, when reading only the top 10 chains (much less than 4K tokens on average considered by previous work (Chen et al., 2020a; Zhong et al., 2022)), CORE

| CORE (single) | 50 | 500 | 49.0 |
| no QGS of hop1 | 50 | 500 | 45.1 |
| no QGS of hop1 | 100 | 300 | 44.8 |
| no QGS of hop1&2 | 100 | 300 | 38.7 |
| no Chainer | 100 | 300 | 29.1 |

Table 5.3: Chainer ablation on OTT-QA dev.
Table 5.4: Reader ablation with different number of documents on OTT-QA dev.

<table>
<thead>
<tr>
<th># Docs</th>
<th>Avg # Tokens</th>
<th>EM</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>11,897</td>
<td>49.0</td>
<td>55.7</td>
</tr>
<tr>
<td>20</td>
<td>4,757</td>
<td>44.9</td>
<td>51.8</td>
</tr>
<tr>
<td>10</td>
<td>2,351</td>
<td>40.8</td>
<td>47.0</td>
</tr>
</tbody>
</table>

Table 5.5: Evidence recall of the joint retriever on OTT-QA dev set, where R@K evaluates gold table chunk recall and AR@K evaluates answer recall.

<table>
<thead>
<tr>
<th></th>
<th>R@20</th>
<th>R@100</th>
<th>AR@20</th>
<th>AR@50</th>
</tr>
</thead>
<tbody>
<tr>
<td>Joint Retriever</td>
<td>83.8</td>
<td>92.1</td>
<td>31.8</td>
<td>37.6</td>
</tr>
<tr>
<td>+Linker&amp;Chainer</td>
<td>83.5</td>
<td>90.8</td>
<td>74.5</td>
<td>82.9</td>
</tr>
<tr>
<td>Retrieve full index</td>
<td>82.4</td>
<td>90.6</td>
<td>34.6</td>
<td>42.6</td>
</tr>
</tbody>
</table>

still outperforms the previous SOTA method by a large margin, further validating the effectiveness of our framework. In summary, the reader performance increases with more items, and we hypothesize that the reader can be further improved when given a larger capacity. We leave this exploration for future work.

5.5.2 Impact of Linker & Chainer

We measure evidence recall scores of our joint model to better understand the impact of the linker and the chainer. On OTT-QA, since most questions require multi-step reasoning, we evaluate the retriever by both gold cell recall and answer recall. Here the gold cells refer to table cells whose gold linked passage contains the answer. We consider a table chunk to be gold if it contains at least one gold cell. For answer recall, we use top-K chains produced by the chainer. Since OTT-QA official test set is hidden, we only report dev set results in Table 5.5. As expected, the answer recall scores are extremely low without the linker and chainer, as most OTT-QA questions are multi-hop and the answers are likely to appear in the hop-2 passages. To verify if the retriever itself is able to discover the full reasoning chain, we further allow the retriever to search through the joint index of tables and passages (last row). Compared with the first row, there is some improvement. On the other hand, with the help of the linker and chainer (row 2), AR@20 and AR@50 are substantially improved, which also explains our superior QA performance. We also observe similar trends on NQ, and more results and discussion are in Appendix C.4.1.

5.5.3 Alternative Linking Strategy

Since most NQ questions only require single-hop reasoning, one alternative linking strategy for NQ is to skip the linker for single-hop ones. As the question type is typically unknown in real cases, we experiment with training a question classifier to predict whether a question requires
<table>
<thead>
<tr>
<th>Link</th>
<th>No Link</th>
<th>AR@20</th>
<th>AR@50</th>
</tr>
</thead>
<tbody>
<tr>
<td>CORE</td>
<td>2,214</td>
<td>0</td>
<td>74.5</td>
</tr>
<tr>
<td>Classifier</td>
<td>2,133</td>
<td>81</td>
<td>73.3</td>
</tr>
<tr>
<td>CORE</td>
<td>8,757</td>
<td>0</td>
<td>85.7</td>
</tr>
<tr>
<td>Classifier</td>
<td>370</td>
<td>8,387</td>
<td>86.0</td>
</tr>
</tbody>
</table>

Table 5.6: Answer recall on OTT-QA (top) and NQ (bottom) dev with different linking strategies.

**Table 5.7**: Example evidence chains found by our CORE, where || separates tables and passages. The answer evidence is **bold** and the linked entity mention in the table is *italic*. The first two are from NQ and the latter are from OTT-QA.

multi-step reasoning or not. We directly use the encoded question representation produced by our joint retriever, and train a linear classifier for this task. For simplicity, we consider all NQ questions to be single-hop and all OTT-QA questions to be multi-hop. Based on this, the classifier can achieve 95.9% accuracy on the combined dev set of NQ and OTT-QA. We then proceed to compute answer recall for both NQ and OTT-QA using the classifier to decide the linking strategy for each question. The results are shown in Table 5.6. We observe the difference in answer recall between CORE and that using the question classifier is quite small. Thus, future work can also use this strategy for handling different types of questions.

### 5.5.4 Linker Performance

The success of our framework depends on the linking quality, thus we also evaluated our linker model as a standalone module to better understand its performance. Here we use the 789 tables in the OTT-QA dev set with ground truth hyperlinks for evaluation. For metrics, we compute
precision, recall and F1 score for finding all the links for each table and only consider the top-1 retrieved results in all settings. We compare the cell linker model proposed by Chen et al. (2020a) as a baseline. In this model, they first train a GPT-2 (Radford et al., 2019) model on OTT-QA training set to generate queries for every cell in the table (empty if the model decides to not link a certain cell), and then use BM25 to retrieve passages. In addition, we also consider a baseline that uses ground truth table cells (cells that have links) as queries and retrieve with BM25. The results are shown in Table 5.8. Our linker achieves the best F1 score compared to the two baselines, and the advantage on recall is especially prominent. The oracle+BM25 model has the best precision because the information for whether a cell requires linking is given as a prior. However, it cannot retrieve well when the passage title does not overlap significantly with the cell text, as discussed in (§5.3.1). The GPT2 model can alleviate this issue to some extent by generating additional terms for matching, however, it still lags behind our proposed linker model.

<table>
<thead>
<tr>
<th>Model</th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oracle cell + BM25</td>
<td>61.7</td>
<td>51.0</td>
<td>55.9</td>
</tr>
<tr>
<td>GPT2+BM25</td>
<td>59.9</td>
<td>58.3</td>
<td>59.1</td>
</tr>
<tr>
<td>Our Linker</td>
<td>60.3</td>
<td>63.0</td>
<td>61.6</td>
</tr>
</tbody>
</table>

Table 5.8: Linker variants on OTT-QA Dev set tables. In total, there are 20,064 unique passages attached to these 789 tables

5.5.5 Case Study

We manually inspect evidence chains found by our model to better understand the benefits of our intermediary modules. Examples where predicted chains contain supportive evidence are in Table 5.7.

Despite that NQ questions are usually short and single-hop, we posit that some questions can potentially benefit from the proposed chain of reasoning. As illustrated by the first two examples, though the entity mentions from the tables are not directly relevant, the table-passage chains actually contain the supportive information. Therefore, in contrast to considering the evidence in isolation, our way of constructing query-dependent table-passage chains is likely to improve the density of relevant information for single-hop questions.

For the OTT-QA chains, there is little overlap between the question and the target entity passage as expected. Thus, it is relatively difficult for the retriever to succeed in gathering all relevant information alone. On the contrary, our framework can effectively handle it with our proposed linking and chaining operations.

Notably, the evidence chains also offer greater interpretability of the model’s reasoning process. By inspecting the intermediate hopping entities, we can understand how the second-hop evidence is gathered. Consequently, when the model makes mistakes, it would be much easier to pinpoint the source of errors and come up with more suitable solutions, e.g. deficiency of retriever vs linker.
5.6 Related Work

Multi-hop question answering (QA) has been studied extensively for both knowledge base (KB) setting (Yih et al., 2015; Zhang et al., 2017; Talmor and Berant, 2018) and open-domain setting (Yang et al., 2018; Feldman and El-Yaniv, 2019; Geva et al., 2021). For KB-based setting, the models are trained to parse questions into logical forms that can be executed against KB (Das et al., 2021; Yu et al., 2022) or directly select entities in KB as answers (Sun et al., 2019a). On the other hand, the open-domain setting requires the model to retrieve multiple pieces of evidence from a textual corpus and then produce the answer (Nie et al., 2019; Zhu et al., 2021). Our work falls into the latter category.

One stream of open-domain work uses multiple rounds of retrieval, where the later rounds depend on the previous ones. It is typically achieved by some form of query reformulation, e.g., expanding the question with previous passages (Xiong et al., 2020b; Zhao et al., 2021) or re-writing the query using relevant evidence keywords (Qi et al., 2019, 2021). The other line of work directly leverages the gold graph structure to expand the initial set of passages for hopping (Ding et al., 2019; Asai et al., 2019; Zhang et al., 2021a), assuming the presence of oracle hyperlinks. Different from those customized text-only multi-hop methods, our approach constructs evidence graphs on-the-fly and we show that it can handle single/multi-hop questions with a unified model over heterogeneous knowledge sources. Moreover, we do not presume the existence of gold hyperlinks in the corpus, making our model more applicable in realistic settings.

There are also recent efforts in leveraging structured knowledge for ODQA. Li et al. (2021a) proposed to leverage information from both text and tables to generate answers and SQL queries. Oguz et al. (2020) studied the benefits of both tables and knowledge bases on a set of ODQA tasks. Ma et al. (2022b) introduced a unified knowledge interface that first verbalizes tables and KB sub-graphs into text and then uses a single retriever-reader model to handle all knowledge sources. Similarly, we also consider heterogeneous knowledge sources for ODQA. Instead of developing task-specific models and considering the evidence in isolation, we focus on finding evidence paths across different knowledge types for single/multi-hop questions.

5.7 Discussion and Conclusion

In this chapter, we present a new framework, **CORE**, for ODQA over heterogeneous knowledge sources. With the novel task-agnostic intermediary module, **CORE** can effectively handle single/multi-hop tasks using a unified model and achieve new SOTA results on OTT-QA. Overall, **CORE** not only achieves better generalization across question types but enables the tracing of intermediate hoping entities, leading to two of the three target properties of a QA system we set out to achieve.

At the same time, we also identify the limitations of our work so far:

Conceptually, our proposed linker model is generic and it should be able to build edges between documents regardless of their type, e.g. passage-to-passage, passage-to-table. However, in this chapter, we focus on one instantiation of the linker model, linking tables to passages.

More importantly, the four modules in **CORE** are separately trained and there is no interaction among them at all, despite the similarity of the modeling architecture for some of the modules.
For example, both the retriever and linker have a bi-encoder architecture and are trained with a contrastive objective. Also, the chainer model we used incurs a very large memory footprint and computation cost even just for inference. These limitations make us wonder, can we merge some of the modules together and build a more lightweight model? In other words, can we maintain the same level of generalization and interpretability while improving the model size and computation efficiency? This question leads us to the final chapter of this thesis.
Chapter 6

Chain-of-Skills: A Configurable Model for Open-Domain Question Answering

As discussed in the previous chapter, despite the improved generalization across different question types and a more interpretable reasoning process, the CORE framework is not computationally efficient. Specifically, the modules in CORE are separately trained and stored, and there is no interaction among the modules. This naturally leads to large memory and computation overhead, especially when the number of modules in the system increases. Motivated by these limitations, in this chapter, we propose the Chain-of-Skills model to address the shortcomings of the previous system. In particular, we first identify the essential reasoning skills required in ODQA that can be reused across datasets, and train one module for each of these skills. To reduce the model size and computation, we re-formulated the training objectives of some of the skills to contrastive learning and merged all modules into a shared encoder. We further proposed a novel modularization parameterization inspired by the sparse Transformer to reduce task interference. In other words, we allow implicit knowledge sharing across modules while keeping the modeling capacity to learn specialized knowledge for each skill. Once the model is learned, it can be configured flexibly based on the target task to boost performance, i.e. one model for many tasks without retraining. We demonstrate that our proposed Chain-of-Skills (COS) achieves the state-of-the-art retrieval performance on NQ, HotpotQA and OTT-QA, while having a much smaller overall model size and reduced computation. Since the COS inherits the modularized design from previous chapters, it naturally possesses the interpretable reasoning process. Hence we are able to achieve all three target properties generalizability, interpretability, and efficiency with our final model COS.

6.1 Introduction

Gathering supportive evidence from external knowledge sources is critical for knowledge-intensive tasks, such as open-domain question answering (ODQA; Lee et al., 2019) and fact verification (Thorne et al., 2018). Since different ODQA datasets focus on different information-seeking goals, this task typically is handled by customized retrieval models (Karpukhin et al., 2020; Yang et al., 2018; Wu et al., 2020; Ma et al., 2022a). However, this dataset-specific paradigm has limited model scalability and transferability. For example, augmented training with single-hop data hurts multi-hop retrieval (Xiong et al., 2020b). Further, as new information needs constantly emerge,
Figure 6.1: Comparison of dense retrievers in terms of considered query type and supported skill configuration \(^{(a)}\)\(^{(1)}\)\(^{(2)}\)(Karpukhin et al., 2020) \(^{(b)}\)(Xiong et al., 2020b) \(^{(c)}\)(Wu et al., 2020). Each box represents a skill (■ = single retrieval, ■ = expanded retrieval, ■ = linking, ■ = reranking, ) and the arrows represent the order of execution. In our case, we can flexibly combine and chain the skills at inference time for different tasks to achieve optimal performance.

dataset-specific models are hard to reuse.

In this work, we propose Chain-of-Skills (COS), a modular retriever based on Transformer (Vaswani et al., 2017), where each module implements a reusable skill that can be used for different ODQA datasets. Here, we identify a set of such retrieval reasoning skills: single retrieval, expanded query retrieval, entity span proposal, entity linking and reranking (§6.2). As shown in Figure 6.1, recent work has only explored certain skill configurations. We instead consider jointly learning all skills in a multi-task contrastive learning fashion. Besides the benefit of solving multiple ODQA datasets, our multi-skill formulation provides unexplored ways to chain skills for individual use cases. In other words, it allows flexible configuration search according to the target domain, which can potentially lead to better retrieval performance (§6.4).

For multi-task learning, one popular approach is to use a shared text encoder (Liu et al., 2019a), \(i.e.,\) sharing representations from Transformer and only learning extra task-specific headers atop. However, this method suffers from undesirable task interference, \(i.e.,\) negative transfer among retrieval skills. To address this, we propose a new modularization parameterization inspired by the recent mixture-of-expert in sparse Transformer (Fedus et al., 2021), \(i.e.,\) mixing specialized and shared representations. Based on recent analyses on Transformer (Meng et al., 2022), we design an attention-based alternative that is more effective in mitigating task interference (§6.5). Further, we develop a multi-task pretraining using self-supervision on Wikipedia so that the pretrained COS
can be directly used for retrieval without dataset-specific supervision.

To validate the effectiveness of \textit{COS}, we consider zero-shot and fine-tuning evaluations with regard to the model in-domain and cross-dataset generalization. Six representative ODQA datasets are used: Natural Questions (NQ; Kwiatkowski et al., 2019), WebQuestions (WebQ; Berant et al., 2013), SQuAD (Rajpurkar et al., 2016), EntityQuestions (Sciavolino et al., 2021), HotpotQA (Yang et al., 2018) and OTT-QA (Chen et al., 2020a), where the last two are multi-hop datasets. Experiments show that our multi-task pretrained retriever achieves superior \textit{zero-shot} performance compared to recent state-of-the-art (SOTA) \textit{self-supervised} dense retrievers and BM25 (Robertson and Zaragoza, 2009). When fine-tuned using multiple datasets jointly, \textit{COS} can further benefit from high-quality supervision effectively, leading to new SOTA retrieval results across the board. Further analyses show the benefits of our modularization parameterization for multi-task pretraining and fine-tuning, as well as flexible skill configuration via \textit{Chain-of-Skills} inference.\footnote{Data and code available at https://github.com/Mayer123/UDT-QA}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{cos_model_architecture.png}
\caption{Chain-of-Skills (COS) model architecture with three different query types. The left blue box indicates the single retrieval query input. The middle green box is the expanded query retrieval input based on the single retrieval results. The right orange case is the entity-centric query with “deep learning” as the targeted entity.}
\end{figure}

\section{6.2 Background}

We consider five retrieval reasoning skills: \textit{single retrieval, expanded query retrieval, entity linking, entity span proposal} and \textit{reranking}. Conventionally, each dataset provides annotations on a different combination of skills (see Table D.1). Hence, we can potentially obtain training signals for individual skills from multiple datasets. Below we provide some background for these skills.
**Single Retrieval** Many ODQA datasets (e.g., NQ; Kwiatkowski et al., 2019) concern simple/single-hop queries. Using the original question as input (Figure 6.2 bottom-left), single-retrieval gathers isolated supportive passages/tables from target sources in one shot (Karpukhin et al., 2020).

**Expanded Query Retrieval** To answer complex multi-hop questions, it typically requires evidence chains of two or more separate passages (e.g., HotpotQA; Yang et al., 2018) or tables (e.g., OTT-QA; Chen et al., 2020a). Thus, follow-up rounds of retrieval are necessary after the initial single retrieval. The expanded query retrieval (Xiong et al., 2020b) takes an expanded query as input, where the question is expanded with the previous-hop evidence (Figure 6.2 bottom-center). The iterative retrieval process generally shares the same target source.

**Entity Span Proposal** Since many questions concern entities, detecting those salient spans in the question or retrieved evidence is useful. The task is related to named entity recognition (NER), except requiring only binary predictions, i.e., whether a span corresponds to an entity. It is a prerequisite for generating entity-centric queries (context with target entities highlighted; Figure 6.2 bottom-right) where targeted entity information can be gathered via downstream entity linking.

**Entity Linking** Mapping detected entities to the correct entries in a database is crucial for analyzing factoid questions. Following Wu et al. (2020), we consider an entity-retrieval approach, i.e., using the entity-centric query for retrieving its corresponding Wikipedia entity description.

**Rereanking** Previous work often uses a reranker to improve the evidence recall in the top-ranked candidates. Typically, the question with a complete evidence chain is used together for reranking.

### 6.3 Approach

In this work, we consider a holistic approach to gathering supportive evidence for ODQA, i.e., the evidence set contains both singular tables/passages (from single retrieval) and connected evidence chains (via expanded query retrieval/entity linking). As shown in Figure 6.2, COS supports flexible skill configurations, e.g., expanded query retriever and the entity linker can build upon the single-retrieval results. As all retrieval skill tasks are based on contrastive learning, we start with the basics for our multi-task formulation. We then introduce our modularization parameterization for reducing task interference. Lastly, we discuss ways to use self-supervision for pretraining and inference strategies.

#### 6.3.1 Reasoning Skill Modules

All reasoning skills use text encoders based on Transformer (Vaswani et al., 2017). Particularly, only BERT-base (Devlin et al., 2019) is considered without further specification. Text inputs are prepended with a special token [CLS] and different segments are separated by the special token [SEP]. The bi-encoder architecture (Karpukhin et al., 2020) is used for single retrieval, expanded query retrieval, and entity linking. We use dot product for sim(·, ·).

**Retrieval** As single retrieval and expanded query retrieval only differ in their query inputs, these two skills are discussed together here. Specifically, both skills involve examples of a question Q, a positive document P+.

Two text encoders are used, i.e., a query encoder for questions and a context passage encoder for documents. For the expanded query case (Figure 6.2 bottom-center), we concatenate Q with the previous-hop evidence as done in Xiong et al. (2020b), i.e., [CLS] Q
Following the literature, \([\text{CLS}]\) vectors from both encoders are used to represent the questions and documents respectively. The training objective is
\[
L_{\text{ret}} = - \frac{\exp(\operatorname{sim}(\mathbf{q}, \mathbf{p}^+))}{\sum_{\mathbf{p} \in \mathcal{P} \cup \{\mathbf{p}^+\}} \exp(\operatorname{sim}(\mathbf{q}, \mathbf{p}))},
\]
where \(\mathbf{q}, \mathbf{p}\) are the query and document vectors respectively and \(\mathcal{P}\) is the set of negative documents.

Entity Span Proposal To achieve a multi-task formulation, we model entity span proposal based on recent contrastive NER work (Zhang et al., 2022b). Specifically, for an input sequence with \(N\) tokens, \(x_1, \ldots, x_N\), we encode it with a text encoder to a sequence of vectors \(h_1^m, \ldots, h_N^m \in \mathbb{R}^d\). We then build the span representations using the span start and end token vectors,
\[
m_{(i,j)} = \tanh((h_i^m + h_j^m)W^a),
\]
where \(i\) and \(j\) are the start and end positions respectively, \(\oplus\) denotes concatenation, \(\tanh\) is the activation function, and \(W^a \in \mathbb{R}^{2d \times d}\) are learnable weights. For negative instances, we randomly sample spans within the maximum length of 10 from the same input which do not correspond to any entity. Then we use a learned anchor vector \(s \in \mathbb{R}^d\) for contrastive learning, i.e., pushing it close to the entity spans and away from negative spans.
\[
L_{\text{pos}} = - \frac{\exp(\operatorname{sim}(s, m^+))}{\sum_{m' \in \mathcal{M} \cup \{m^+\}} \exp(\operatorname{sim}(s, m'))},
\]
where \(\mathcal{M}\) is the negative span set which always contains a special span corresponding to \([\text{CLS}]\), \(m^{[\text{CLS}]} = h_0^m\). However, the above objective alone is not able to determine the prediction of entity spans from null cases at test time. To address this, we further train the model with an extra objective to learn a dynamic threshold using \(m^{[\text{CLS}]}\)
\[
L_{\text{cls}} = - \frac{\exp(\operatorname{sim}(s, m^{[\text{CLS}]})}{\sum_{m' \in \mathcal{M}} \exp(\operatorname{sim}(s, m'))},
\]
The overall entity span proposal loss is computed as \(L_{\text{span}} = (L_{\text{pos}} + L_{\text{cls}})/2\). Thus, spans with scores higher than the threshold are predicted as positive.

Entity Linking Unlike Wu et al. (2020) where entity markers are inserted to the entity mention context (the entity mention with surrounding context), we use the raw input sequence as in the entity span proposal task. For the entity mention context, we pass the input tokens \(x_1, \ldots, x_N\) through the entity query encoder to get \(h_1^e, \ldots, h_N^e \in \mathbb{R}^d\). Then we compute the entity vector based on its start position \(i\) and end position \(j\), i.e., \(e = (h_i^e + h_j^e)/2\). For entity descriptions, we encode them with the entity description encoder and use the \([\text{CLS}]\) vector \(p_e\) as representations. The model is trained to match the entity vector with its entity description vector
\[
L_{\text{link}} = - \frac{\exp(\operatorname{sim}(e, p_e^+))}{\sum_{p' \in \mathcal{P}_e \cup \{p_e^+\}} \exp(\operatorname{sim}(e, p'))},
\]
where \(p_e^+\) is the linked description vector and \(\mathcal{P}_e\) is the negative entity description set.

Reranking Given a question \(Q\) and a passage \(P\), we concatenate them as done in expanded query retrieval format \([\text{CLS}]Q[\text{SEP}]P[\text{SEP}]\), and encode it using another text encoder. We use the pair consisting of the \([\text{CLS}]\) vector \(h_{[\text{CLS}]}\) and the first \([\text{SEP}]\) vector \(h_{[\text{SEP}]}\) from the output for
reranking. The model is trained using the loss

\[
L_{\text{rank}} = -\frac{\exp(\text{sim}(h_{[\text{CLS}]}^r, h_{[\text{SEP}]}^r))}{\sum_{p' \in P_r \cup \{p^+\}} \exp(\text{sim}(h_{[\text{CLS}]}^{p'}, h_{[\text{SEP}]}^{p'}))},
\]

where \( P_r \) is the set of negative passages concatenated with the same question. Intuitively, our formulation encourages \( h_{[\text{CLS}]}^r \) to capture more information about the question and \( h_{[\text{SEP}]}^r \) to focus more on the evidence. The positive pair where the evidence is supportive likely has higher similarity than the negative ones. Our formulation thus spares the need for an extra task-specific header. As the model only learns to rerank single passages, we compute the score for each passage separately for multi-hop cases.

### 6.3.2 Modular Skill Specialization

Implementing all aforementioned modules using separate models is apparently inefficient. As recent work finds that parameter sharing improves the bi-encoder retriever (Xiong et al., 2020b), we thus focus on a multi-task learning approach.

One popular choice is to share the text encoder’s parameter of all modules (Liu et al., 2019a). However, this approach suffers from task interference, resulting in degraded performance compared with the skill-specific model (§6.5.1). We attribute the cause to the competition for the model capacity, \( i.e., \) conflicting signals from different skills require attention to individual syntactic/semantic patterns. For example, the text encoder for entity-centric queries likely focuses on the local context around the entity while the expanded query one tends to represent the latent information based on the relation between the query and previous hop evidence.

Motivated by recent modular approaches for sparse Transformer LM (Fedus et al., 2021), we propose to mitigate the task interference by mixing \textit{skill-specific Transformer blocks} with shared ones. A typical Transformer encoder is built with a stack of regular Transformer blocks, each consisting of a multi-head self-attention (MHA) sub-layer and a feed-forward network (FFN) sub-layer, with residual connections (He et al., 2015) and layer-normalization (Ba et al., 2016) applied to both sub-layers. The shared Transformer block is identical to a regular Transformer block, \( i.e., \) all skill inputs are passed through the same MHA and FFN functions.

As shown in Figure 6.2, for skill-specific Transformer blocks, we select a specialized sub-layer from a pool of \( I \) parallel sub-layers based on the input, \( i.e., \) different skill inputs are processed independently. One option is to specialize the FFN expert sub-layer for individual skills, which is widely used by recent mixture-of-expert models (Fedus et al., 2021; Cheng et al., 2022a). As the FFN sub-layer is found to be important for factual associations (Meng et al., 2022), we hypothesize that using the popular FFN expert is sub-optimal. Since most reasoning skills require similar world knowledge, specializing FFN sub-layers likely hinders knowledge sharing. Instead, different skills typically require the model to attend to distinct input parts. Thus, we investigate a more parameter-efficient alternative, \( i.e., \) MHA specialization. In our experiments, we find it to be more effective in reducing task interference (§6.5.1).

**Expert Configuration** Regarding the modularization, a naive setup is to route various task inputs to their dedicated sub-layers (experts), \( i.e., \) two experts for each bi-encoder task (single retrieval, expanded query retrieval and entity linking) and one expert for each cross-encoder task (entity...
span proposal and reranking), leading to eight experts in total. To save computation, we make the following adjustments. Given that single and expanded query retrievers share the same set of target passages, we merge the context expert for both cases. Due to data sparsity, we find that routing the expanded queries and reranker inputs which are very similar to separate experts is problematic (§6.5.1). Thus, we merge the expert for expanded queries and reranker inputs. During self-supervised pretraining with three bi-encoder tasks, we further share the expert for single and expanded queries for efficiency. The overall expert configuration is shown in Figure 6.3.

**Multi-task Self-supervision** Inspired by the recent success of Izacard et al. (2021), we also use self-supervision on Wikipedia for pretraining. Here, we only consider pretraining for bi-encoder skills (i.e., single retrieval, expanded query retrieval, and entity linking) where abundant self-supervision is available. Unlike prior work focusing only on single-type pretraining, we consider a multi-task setting using individual pages and the hyperlink relations among them. Specifically, we follow Izacard et al. (2021) and Wu et al. (2020) to construct examples for single retrieval and entity linking, respectively. For single retrieval, a pair of randomly cropped views of a passage is used as a positive example. For entity linking, a short text snippet with a hyperlinked entity (entity mention context) is used as the query, and the first paragraph of its linked Wikipedia page is treated as the target (entity description). For a given page, we construct an expanded query using a randomly-sampled short text snippet with its first paragraph, and use one first paragraph from linked pages as the target.

### 6.3.3 Inference

During inference, different skills can be flexibly combined to boost retrieval accuracy. Those studied configurations are illustrated in Figure 6.1. To consolidate the evidence set obtained by different skills, we first align the linking scores based on the same step retrieval scores (single or expanded query retrieval) for sorting. Documents returned by multiple skills are considered more relevant and thus promoted in ranking. More details with running examples are provided in...
Table 6.1: Zero-shot top-\(k\) accuracy on test sets for NQ, WebQ and EntityQuestions, and dev set for HotpotQA.

section D.1.

6.4 Experiments

6.4.1 Datasets

We consider six popular datasets for evaluation, all focused on Wikipedia, with four single-hop data, NQ (Kwiatkowski et al., 2019), WebQ (Berant et al., 2013), SQuAD (Rajpurkar et al., 2016) and EntityQuestions (Sciavolino et al., 2021); two multi-hop data, HotpotQA (Yang et al., 2018) and OTT-QA (Chen et al., 2020a). Dataset-specific corpora are used for multi-hop datasets, because HotpotQA requires retrieval hopping between text passages while table-passage hopping is demanded by OTT-QA. For single-hop data, we use the Wikipedia corpus from Karpukhin et al. (2020). More detailed (pretraining/fine-tuning) data statistics and experimental settings are in section D.2.

6.4.2 Evaluation Settings

We evaluate our model in three scenarios.

**Zero-shot Evaluation** Similar to recent self-supervised dense retrievers on Wikipedia, we conduct zero-shot evaluations using the retrieval skill from our pretrained model on NQ, WebQ, EntityQuestions and HotpotQA. To assess the model’s ability to handle expanded query retrieval, we design an oracle second-hop retrieval setting (gold first-hop evidence is used) based on HotpotQA. Following Izacard et al. (2021) and Ram et al. (2022), we report top-\(k\) retrieval accuracy (answer recall), i.e., the percentage of questions for which the answer string is found in the top-\(k\) passages.

**Supervised In-domain Evaluation** We further fine-tune our pretrained model with two extra skills (entity span proposal and reranking) on NQ, HotpotQA and OTT-QA, again in a multi-task fashion. Unlike multi-hop data with supervision for all skills, only single retrieval and reranking data is available for NQ. During training, all datasets are treated equally without any loss balancing. Different from previous retrieval-only work, we explore Chain-of-Skills retrieval by using different skill configurations. Specifically, we use skill configuration for task A, B and C shown in Figure 6.1 for NQ, OTT-QA and HotpotQA, respectively. We again report top-\(k\) retrieval accuracy for NQ and OTT-QA following previous work. For HotpotQA, we follow the literature using the top-1 pair of evidence accuracy (passage EM).

<table>
<thead>
<tr>
<th></th>
<th>NQ Top-20</th>
<th>NQ Top-100</th>
<th>WebQ Top-20</th>
<th>WebQ Top-100</th>
<th>EntityQuestions Top-20</th>
<th>EntityQuestions Top-100</th>
<th>HotpotQA Top-20</th>
<th>HotpotQA Top-100</th>
<th>Avg Top-20</th>
<th>Avg Top-100</th>
</tr>
</thead>
<tbody>
<tr>
<td>BM25</td>
<td>62.9</td>
<td>78.3</td>
<td>62.4</td>
<td>75.5</td>
<td>70.8</td>
<td>79.2</td>
<td>37.5</td>
<td>50.5</td>
<td>58.4</td>
<td>70.9</td>
</tr>
<tr>
<td>Contriever (Izacard et al., 2021)</td>
<td>67.8</td>
<td><strong>82.1</strong></td>
<td>65.4</td>
<td>79.8</td>
<td>61.8</td>
<td>74.2</td>
<td>48.7</td>
<td>64.5</td>
<td>60.9</td>
<td>75.2</td>
</tr>
<tr>
<td>Spider (Ram et al., 2022)</td>
<td><strong>68.3</strong></td>
<td>81.2</td>
<td>65.9</td>
<td>79.7</td>
<td>65.1</td>
<td>76.4</td>
<td>35.3</td>
<td>48.6</td>
<td>58.7</td>
<td>71.5</td>
</tr>
<tr>
<td>COS (pretrain-only)</td>
<td>68.0</td>
<td>81.8</td>
<td><strong>66.7</strong></td>
<td><strong>80.3</strong></td>
<td>70.7</td>
<td>79.1</td>
<td><strong>77.9</strong></td>
<td><strong>87.9</strong></td>
<td><strong>70.8</strong></td>
<td><strong>82.3</strong></td>
</tr>
<tr>
<td>Top-20</td>
<td>Top-100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-------</td>
<td>---------</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DPR-multi (Karpukhin et al., 2020)</td>
<td>79.5</td>
<td>86.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ANCE-multi (Xiong et al., 2020a)</td>
<td>82.1</td>
<td>87.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DPR-PAQ (Oguz et al., 2022)</td>
<td>84.7</td>
<td>89.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>co-Condenser (Gao and Callan, 2022)</td>
<td>84.3</td>
<td>89.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SPAR-wiki (Chen et al., 2021c)</td>
<td>83.0</td>
<td>88.8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>COS</td>
<td><strong>85.6</strong></td>
<td><strong>90.2</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table 6.2:** Supervised top-$k$ accuracy on NQ test.

<table>
<thead>
<tr>
<th>Top-20</th>
<th>Top-50</th>
<th>Top-100</th>
</tr>
</thead>
<tbody>
<tr>
<td>CORE (Ma et al., 2022a)</td>
<td>74.5</td>
<td>82.9</td>
</tr>
<tr>
<td>COS</td>
<td>79.9</td>
<td><strong>88.9</strong></td>
</tr>
<tr>
<td>COS w/ CORE configuration</td>
<td><strong>80.5</strong></td>
<td>88.6</td>
</tr>
</tbody>
</table>

**Table 6.3:** Supervised top-$k$ accuracy on OTT-QA dev.

### Cross-data Evaluation
To test the model’s robustness towards domain shift, we conduct cross-data evaluations on SQuAD and EntityQuestions. Although considerable success has been achieved for supervised dense retrievers using in-domain evaluations, those models have a hard time generalizing to query distribution shift (e.g., questions about rare entities; Sciavolino et al., 2021) compared with BM25. In particular, we are interested to see whether Chain-of-Skills retrieval is more robust. Again, top-$k$ retrieval accuracy is used.

#### 6.4.3 Results

<table>
<thead>
<tr>
<th>Passage EM</th>
</tr>
</thead>
<tbody>
<tr>
<td>MDR (Xiong et al., 2020b)</td>
</tr>
<tr>
<td>Baleen (Khattab et al., 2021)</td>
</tr>
<tr>
<td>IRRR (Qi et al., 2021)</td>
</tr>
<tr>
<td>TPRR (Zhang et al., 2021a)</td>
</tr>
<tr>
<td>HopRetriever-plus (Li et al., 2021b)</td>
</tr>
<tr>
<td>AIS0 (Zhu et al., 2021)</td>
</tr>
<tr>
<td><strong>COS</strong></td>
</tr>
</tbody>
</table>

**Table 6.4:** Supervised passage EM on HotpotQA dev.

### Zero-shot Results
For zero-shot evaluations, we use two recent self-supervised dense retrievers,
Contriever Izacard et al. (2021) and Spider Ram et al. (2022), and BM25 as baselines. The results are presented in Table 6.1. As we can see, BM25 is a strong baseline matching the average retrieval performance of Spider and Contriever over considered datasets. COS achieves similar results on NQ and WebQ compared with self-supervised dense methods. On the other hand, we observe significant gains on HotpotQA and EntityQuestions, where both dense retrievers are lacking. In summary, our model shows superior zero-shot performance in terms of average answer recall across the board, surpassing BM25 with the largest gains, which indicates the benefit of our multi-task pretraining.

**Supervised In-domain Results** As various customized retrievers are developed for NQ, OTT-QA and HotpotQA, we compare COS with different dataset-specific baselines separately. For NQ, we report two types of baselines, 1) bi-encoders with multi-dataset training and 2) models with augmented pretraining. For the first type, we have DPR-multi (Karpukhin et al., 2020) and ANCE-multi (Xiong et al., 2020a), where the DPR model is initialized from BERT-based and ANCE is initialized from DPR. For the second type, DPR-PAQ (Oguz et al., 2022) is initialized from the RoBERTa-large model (Liu et al., 2019b) with pretraining using synthetic queries (the PAQ corpus (Lewis et al., 2021)), co-Condenser (Gao and Callan, 2022) incorporated retrieval-oriented modeling during language model pretraining on Wikipedia; SPAR-wiki (Chen et al., 2021c) combine a pretrained lexical model on Wikipedia with a dataset-specific dense retriever. Both co-Condenser and SPAR-wiki are initialized from BERT-base. As shown by results for NQ (Table 6.2), COS outperforms all baselines with or without pretraining. It is particularly encouraging that despite being a smaller model, COS achieves superior performance than DPR-PAQ. The reasons are two-fold: Oguz et al. (2022) has shown that scaling up the retriever from base to large size only provides limited gains after pretraining. Moreover, DPR-PAQ only learns a single retrieval skill, whereas COS can combine multiple skills for inference. We defer the analysis of the advantage of chain-of-skills inference later (§6.5.2).

For OTT-QA, we only compare with the SOTA model CORE (Ma et al., 2022a), because other OTT-QA specific retrievers are not directly comparable where extra customized knowledge source is used. As CORE also uses multiple skills to find evidence chains, we include a baseline where the inference follows the CORE skill configuration but uses modules from COS. For HotpotQA, we compare against three types of baselines, dense retrievers focused on expanded query retrieval MDR (Xiong et al., 2020b) and Baleen Khattab et al. (2021), sparse retrieval combined with query reformulation IRRR (Qi et al., 2021) and TPRR (Zhang et al., 2021a) and ensemble of dense, sparse and hyperlink retrieval HopRetriever (Li et al., 2021b) and AISO (Zhu et al., 2021). The results on OTT-QA and HotpotQA are summarized in Table 6.3 and Table 6.4. It is easy to see that COS outperforms all the baselines here, again showing the advantage of our configurable multi-skill model over multiple types of ODQA tasks. Later, our analyses show that both Chain-of-Skills inference and pretraining contribute to the observed gains.

**Cross-data Results** Given that both EntityQuestions and SQuAD are single-hop, we use baselines on NQ with improved robustness for comparison. Particularly, SPAR-wiki is an ensemble of two dense models with one pretrained using BM25 supervision on Wikipedia and the other fine-tuned on NQ. BM25 is included here, as it is found to achieve better performance than its dense counterpart on those two datasets. The evaluation results are shown in Table 6.5. Overall,
Table 6.5: Cross-dataset top-k accuracy on test sets.

<table>
<thead>
<tr>
<th>Entity</th>
<th>Questions</th>
<th>SQuAD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Top-20</td>
<td>Top-100</td>
</tr>
<tr>
<td>BM25</td>
<td>70.8</td>
<td>79.2</td>
</tr>
<tr>
<td>DPR-multi (Karpukhin et al., 2020)</td>
<td>56.6</td>
<td>70.1</td>
</tr>
<tr>
<td>SPAR-wiki (Chen et al., 2021c)</td>
<td>73.6</td>
<td>81.5</td>
</tr>
<tr>
<td>COS</td>
<td>76.3</td>
<td>82.4</td>
</tr>
</tbody>
</table>

Table 6.6: Ablation results on HotpotQA dev using top-k retrieval accuracy. All models are initialized from BERT-base and trained on HotpotQA only.

<table>
<thead>
<tr>
<th>#Params</th>
<th>Top-20</th>
<th>Top-100</th>
</tr>
</thead>
<tbody>
<tr>
<td>No Expert</td>
<td>111M</td>
<td>90.2</td>
</tr>
<tr>
<td>FFN Expert(naive)</td>
<td>252M</td>
<td>91.3</td>
</tr>
<tr>
<td>MHA Expert(naive)</td>
<td>182M</td>
<td>92.0</td>
</tr>
<tr>
<td>MHA Expert(COS)</td>
<td>182M</td>
<td>92.0</td>
</tr>
<tr>
<td>Multi-hop Retriever(fully separated modules)</td>
<td>110M(440M)</td>
<td>85.1</td>
</tr>
<tr>
<td>MHA Expert(naive)</td>
<td>182M</td>
<td>82.8</td>
</tr>
<tr>
<td>MHA Expert(COS)</td>
<td>182M</td>
<td>85.9</td>
</tr>
</tbody>
</table>

our model achieves the largest gains over BM25 on both datasets, indicating that our multi-task fine-tuned model with Chain-of-Skills inference is more robust than previous retrieval-only approaches.

6.5 Analysis

6.5.1 Task Interference

We conduct ablation studies on HotpotQA to compare different ways of implementing skill-specific specialization (discussed in §6.3.2) and their effects on task interference. As MHA experts are used for our model, we consider two variants for comparison: 1) the no-expert model where all tasks share one encoder, and 2) the FFN expert model where specialized FFN sub-layers are used. Then we also compare the proposed expert configuration with a variant where the expanded query retrieval inputs share the same expert as single retrieval, denoted as the naive setting. The results are shown in the upper half of Table 6.6. Compared with the no-expert model, both FFN and MHA experts can effectively reduce task interference, wherein MHA expert is more effective overall. Our proposed expert configuration can further help.
Figure 6.4: Top-100 retrieval accuracy on inference strategy: Chain-of-Skills vs retrieval-only.

Figure 6.5: Comparison on the effect of pretraining using top-100 retrieval accuracy with COS inference.
6.5.2 Benefit of Chain-of-Skills Inference

Here we explore the benefits of the chained skill inference over the retrieval-only version. We additionally train a multi-hop retriever following Xiong et al. (2020b), and compare it with the two MHA expert models using the same two rounds of retrieval-only inference. The comparison is shown in the lower part of Table 6.6. As we can see, retrieval-only inference suffers large drops in performance. Although our proposed and naive MHA expert configurations have similar performance using Chain-of-Skills inference, the naive configuration model shows severe degradation caused by task interference compared with the multi-hop retriever, validating the effectiveness of our proposed model. We further compare our Chain-of-Skills inference with the retrieval-only inference on NQ, EntityQuestions and SQuAD in Figure 6.4. It is easy to see that our pretraining can benefit the retrieval-only version. However, using better skill configurations via Chain-of-Skills inference yields further improvements, particularly on those unseen datasets.

6.5.3 Reduced Model Size and Computation

The multi-hop retriever experiment considered in subsection 6.5.2 can also be viewed as a setting where all modules in COS are fully separated. In that case, the entire system will have approximately 440M parameters, which is more than two times larger than COS. Compared to the CORE system proposed in the previous chapter, which has about 3.5B parameters, COS only has a small fraction of its parameters. Despite its much smaller size, COS is able to achieve stronger performance than these separately trained models, as shown in Table 6.6 and Table 6.3. Moreover, another benefit of our proposed expert configuration is the reduced computation when answering complex questions, compared to naive configuration or separate modules. Since the rerank expert and expanded-query expert are merged into the same module, we only need one forward pass to compute the representation used by both skills. In particular, after reranking the first hop results (found by either single retrieval or question linking), the output representations can be directly used to retrieve the second hop evidence. This naturally leads to improved computation efficiency and our results in Table 6.6 show that it also achieves better results.

6.5.4 Effect of Pretraining

To further demonstrate the benefit of our proposed multi-task pretraining, we fine-tune another multi-task model following the same training protocol as COS but BERT model weights are used for initialization. Both COS and the model without pretraining are then using the same skill configuration for inference. The results are illustrated in Figure 6.5. Similar to the retrieval-only version (Figure 6.4), we find that COS consistently outperforms the multi-task model without pretraining across all considered datasets using Chain-of-Skills inference. Again, the pretrained model is found to achieve improvements across the board, especially on out-of-domain datasets, which validates the benefits of our multi-task pretraining.
Table 6.7: Results of feeding the inputs to different experts, where the first two columns represent the query expert id and document expert id. * denotes the proposed setup.

<table>
<thead>
<tr>
<th>Query Expert</th>
<th>Doc Expert</th>
<th>Top-20</th>
<th>Top-100</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single query*</td>
<td>0</td>
<td>1</td>
<td>96.1</td>
</tr>
<tr>
<td>Single query</td>
<td>4</td>
<td>1</td>
<td>90.1</td>
</tr>
<tr>
<td>Single query</td>
<td>2</td>
<td>1</td>
<td>91.8</td>
</tr>
<tr>
<td>Single query</td>
<td>2</td>
<td>3</td>
<td>87.4</td>
</tr>
<tr>
<td>Expanded query</td>
<td>0</td>
<td>1</td>
<td>94.2</td>
</tr>
<tr>
<td>Expanded query*</td>
<td>4</td>
<td>1</td>
<td>95.3</td>
</tr>
<tr>
<td>Expanded query</td>
<td>2</td>
<td>1</td>
<td>74.5</td>
</tr>
<tr>
<td>Expanded query</td>
<td>2</td>
<td>3</td>
<td>67.3</td>
</tr>
</tbody>
</table>

### 6.5.5 Swapping Experts

To understand if different experts in our model learned different specialized knowledge, we experiment with swapping experts for different inputs on HotpotQA. In particular, we feed the single query input and expanded query input to different query experts and then retrieve from either the context passage index or the entity description index. For single query input, we measure if the model can retrieve one of the positive passages. For expanded query input, we compute the recall for the other positive passage as done in (§6.4.3). The results are shown in Table 6.7. Although both the single query expert and the expanded query expert learn to retrieve evidence using the `[CLS]` token, swapping the expert for either of these input types leads to a significant decrease in performance. Also, switching to the entity query expert and retrieving from the entity description index results in a large drop for both types of inputs. This implies that each specialized expert acquires distinct knowledge and cannot be substituted for one another.

### 6.6 Question Answering Experiments

Here, we conduct end-to-end question-answering experiments on NQ, OTT-QA and HotpotQA, using retrieval results from COS. Following the literature, we report exact match (EM) accuracy and F1 score.

For NQ and OTT-QA, we re-implement the Fusion-in-Encoder (FiE) model (Kedia et al., 2022) because of its superior performance on NQ. For NQ, the model reads top-100 passages returned by COS, and for OTT-QA, the model reads top-50 evidence chains, in order to be comparable with previous work. Here, separate models are trained for each dataset independently. Due to space constraints, we only present the results on OTT-QA and leave the NQ results to Table D.2. The OTT-QA results are summarized in Table 6.8. Our model, when coupled with the FiE, is able to outperform the previous baselines by large margins on OTT-QA, and we can see that the superior performance of our model is mainly due to COS.

Finally, for HotpotQA, since the task requires the model to predict supporting sentences in
addition to the answer span, we follow Zhu et al. (2021) to train a separate reader model to learn answer prediction and supporting sentence prediction jointly. Due to space constraints, we leave the full results to Table D.3. Overall, our method achieves competitive QA performance against the previous SOTA with improved exact match accuracy.

### 6.7 Related Work

Dense retrievers are widely used in recent literature for ODQA (Lee et al., 2019; Karpukhin et al., 2020). While most previous work focuses on single retrieval (Xiong et al., 2020a; Qu et al., 2021), some efforts have also been made towards better handling of other query types. Xiong et al. (2020b) propose a joint model to handle both single retrieval and expanded query retrieval. Chen et al. (2021c) train a dense model to learn salient phrase retrieval. Ma et al. (2022a) build an entity linker to handle multi-hop retrieval. Nevertheless, all those models are still customized for specific datasets, e.g., only a subset of query types are considered or separate models are used, making them un-reusable and computationally intensive. We address these problems by pinning down a set of functional skills that enable joint learning over multiple datasets.

Mixture-of-expert models have also become popular recently (Fedus et al., 2021). Methods like gated routing (Lepikhin et al., 2020) or stochastic routing of experts (Zuo et al., 2021) do not differentiate the knowledge learned by different experts. Instead, our work builds expert modules that learn reusable skills that can be flexibly combined for different use cases.

Another line of work focus on unsupervised dense retrievers using self-supervised data constructed from the inverse-cloze-task (Lee et al., 2019), random cropings (Izacard et al., 2021), truncation of passages with the same span (Ram et al., 2022), hyperlink-induced passages (Zhou et al., 2022) or synthetic QA pairs (Oguz et al., 2022). Other model architecture adjustments on Transformer for retrieval are proposed (Gao and Callan, 2021, 2022). Our work can be viewed as a synergy of both. Our multi-task pretrained model can perform better zero-shot retrieval. Our modular retriever can be further fine-tuned in a multi-task fashion to achieve better performance.
6.8 Discussion and Conclusions

In this chapter, we propose a modular model Chain-of-Skills (COS) that learns five reusable skills for ODQA via multi-task learning. We reformulated all skills’ learning objectives into contrastive learning and we train all modules with implicit knowledge sharing. To reduce task interference, we design a new parameterization for skill modules on top of the shared encoder. We conduct self-supervised pretraining and supervised finetuning, both in a multi-task learning fashion. COS can directly perform superior zero-shot retrieval after multi-task self-supervised pretraining on Wikipedia. We also show that skills learned by COS can be flexibly chained together to better fit the target task. When fine-tuned on multiple datasets, COS achieves SOTA results across the board. Hence the model is able to generalize across domains, knowledge types and question types. Similar to CORE from the previous chapter, each skill’s execution during Chain-of-Skills inference naturally offers a more interpretable intermediate reasoning process. Finally, with the implicit knowledge sharing across modules, the overall model size and inference computation are also greatly reduced, leading to better efficiency. With all aforementioned advantages, COS is able to achieve all three target properties of an ideal QA system that we set out to build in this thesis.

At the same time, we realize that there still exists ample room for improvement: Our current COS’s reranking expert only learns to rerank single-step results. Thus it can not model the interaction between documents in case of multi-passage evidence chains, which might lead to sub-optimal performance, e.g., when we need to rerank the full evidence path for HotpotQA. At the same time, we hypothesize that the capacity of the small model used in our experiments is insufficient for modeling evidence chain reranking. We leave the exploration of learning a full path reranker for future work.

Also, our current pretraining setup only includes the three bi-encoder tasks, and thus we can not use the pretrained model out-of-box to solve tasks like end-to-end entity linking. Consequently, the learned skills from self-supervision can not be chained together to perform configurable zero-shot retrieval. It would be interesting to also include the entity span proposal skill in the pretraining stage, which could unleash the full potential of the Chain-of-Skills inference for zero-shot scenarios.
Chapter 7
Conclusions and Future Work

Previous works on QA often build customized models for specific datasets, without paying much attention to how systems generalize to different domains in an interpretable and efficient way, which hinders their application to real-world use cases. With the aim to build generalizable, interpretable and efficient QA systems, this thesis proposed various methods that effectively incorporate both explicit knowledge and implicit knowledge. We show that fusing the two types of knowledge improves models’ generalization to different domains of questions, both in supervised and unsupervised settings. Building modularized frameworks not only further enhances models’ generalization to different question types and knowledge types, but also offers better interpretability of the intermediate reasoning processes. Building on top of the modularized framework, sharing implicit knowledge across different modules further improved models’ efficiency, while maintaining the advantages on generalization and interpretability, thus achieving all three target properties of the ideal system. Next, we summarize the contribution made in each chapter, present additional works that are also related to this thesis and discuss open challenges that are worth exploring for future work.

7.1 Summary of Contributions

- In Chapter 2 (Hybrid Knowledge Fusion), we studied various methods for incorporating knowledge from commonsense knowledge graphs into pretrained language models. We proposed different ways of eliciting suitable knowledge for input questions and developed a novel model architecture to encode and inject the extracted knowledge. The injected explicit knowledge helps bridge the knowledge gap in the implicit knowledge, therefore improving the systems’ generalization in supervised settings.

- In Chapter 3 (Zero-shot QA Framework), we proposed a novel zero-shot QA framework, which automatically constructed large-scale QA datasets from commonsense knowledge graphs. With the carefully designed distractor sampling strategy, we show that models trained on this synthetic data can generalize well to a diverse set of commonsense question answering tasks in an unsupervised setting.

- In Chapter 4 (Unified Knowledge Interface), we proposed a verbalizer-retriever-reader framework that can effectively leverage explicit knowledge from unstructured text, structured ta-
bles and knowledge bases. We proposed a novel data-to-text verbalizer model that can handle both types of structured knowledge. This framework greatly improved the models’ performance on open-domain QA tasks by leveraging the structured knowledge, even without updating the model, therefore achieving better generalization across knowledge types.

• In Chapter 5 (Chain-of-Reasoning), we proposed a chain-of-reasoning framework that decomposes the overall reasoning process in QA into four discrete steps, and each of the reasoning steps is implemented by a separate module. This framework naturally offers better interpretability by providing transparent intermediate reasoning steps, and it greatly enhances the systems’ generalization across different question types by solving both simple and complex questions using a single model.

• In Chapter 6 (Chain-of-Skills), we introduced a further refined chain-of-skills model that inherent the benefits from the chain-of-reasoning framework. On top of this, we further allowed implicit knowledge sharing across different modules by merging all modules into a shared encoder and adding skill-specific specializations. Such an architecture greatly reduced the model size and computation cost. We also show that the model can be configured flexibly at inference time to achieve optimal performance of different tasks, i.e. chaining the skills in different ways. Therefore it also achieves much stronger generalization across different dimensions and offers an interpretable reasoning process.

7.2 Beyond This Thesis

Besides the work presented above, we have also explored other closely related areas which we briefly discuss here:

• Hybrid Knowledge Fusion For this part, we have also explored different dimensions of commonsense knowledge, and how the dimension relates to the impact on the downstream QA tasks. We start by categorizing commonsense knowledge from different knowledge graphs (Ilievski et al., 2020) into 13 commonsense dimensions using the relation. Then we transform each dimension of knowledge into synthetic QA sets to train models following the same pipeline we introduced in Chapter 3. We find that the dimensions that the models are not familiar with (i.e. low performance on synthetic data from that dimension) bring larger gains on downstream QA tasks performance (Ilievski et al., 2021a). On top of the zero-shot QA framework, we further explored the impact of the amount of synthetic QA pairs, different training regimes (single answer scoring vs. joint answer scoring) and different model sizes. We experimented with different data sub-sampling strategies and trained models ranging from 220M to 3B parameters with different loss functions. Our results show that the optimal amount of data depends on the model size, and the performance on different subsets of questions also reflects the characters of the synthetic data (Zhang et al., 2022a). Finally, we have also extended the study on knowledge injection methods to generative commonsense reasoning tasks (Li et al., 2020a). Again we show that augmented commonsense knowledge leads to improved task performance.
• **Model Analysis** For this part, we investigated the models’ error patterns across different kinds of QA tasks and different model architectures. We selected four representative QA models (QANet (Yu et al., 2018a), BERT, DS-QA (Lin et al., 2018) and MultihopPointer Generator (Bauer et al., 2018)) and experimented with four popular QA benchmarks. Then we manually annotated the models’ errors across all four benchmarks (SQuAD (Rajpurkar et al., 2016), HotpotQA (Yang et al., 2018), SearchQA (Dunn et al., 2017) and MSMARCO (Bajaj et al., 2016)). We found that design decisions when building models can often lead to specific types of errors (Pugaliya et al., 2019) e.g. a model with a copy mechanism is more likely to copy high-frequency words as output answer. We also suggest that a single dataset or datasets with similar characteristics are often insufficient to fully evaluate the generalizability of the model. Moreover, we also explored optimal strategies for adapting pretrained language models to commonsense reasoning tasks. In particular, we compared full finetuning with light-weight adaptation methods including prefix-tuning (Li and Liang, 2021) and Autoprompt (Shin et al., 2020). We found that different adaptation methods actually train the model to learn different inductive biases, e.g. content vs task structure. While finetuning leads the model to mostly memorize the content of the training set, lightweight adaptation methods can additionally teach the model to learn task structure, which achieves much stronger performance on unseen questions (Ma et al., 2021).

• **Procedural Reasoning** For this part, we studied the task of procedural text understanding where the model needs to track the states of entities across a narrative and make inference based on the entity states. We first proposed a novel model that effectively coalesced global context information with local time-stamped and entity-centric information (Ma et al., 2022c). When coupled with commonsense constraints and structured prediction, this model achieved state-of-the-art results on a popular procedural reasoning ProPara (Dalvi et al., 2018) and a story understanding benchmark TRIP (Storks et al., 2021). Since the procedural reasoning data requires dense annotation of entity states across the narrative, the dataset sizes are usually very small (Dalvi et al., 2018). To address this issue, We further explored different strategies to automatically generate densely annotated procedural reasoning data for training models in our follow-up study. We proposed a novel data generation framework leveraging semantic parsing tools (Allen and Teng, 2017) and a large language model (Chen et al., 2021a) to produce high-quality annotations for both natural stories (Mostafazadeh et al., 2016) and synthetic stories (Ilievski et al., 2021b). Our results show that the models trained on our automatically labeled data achieve much stronger out-of-domain generalization (Jiang et al., 2023a).

• **Other Applications** We have also explored various applications of the QA models we developed in the past and proposed new challenges to encourage future work in this direction. In particular, we investigated the models’ reasoning abilities in traffic scenarios, i.e. can models answer questions based on the textual descriptions of traffic situations? We first repurposed existing traffic understanding datasets (Kim et al., 2018; Xu et al., 2021) into question answering format, and further collected additional data from human driving tests. Then we conducted a thorough evaluation of existing QA models trained with different kinds of su-
pervision (e.g. mixture of QA datasets Khashabi et al. (2020), natural language inference dataset (Williams et al., 2018) or commonsense knowledge graphs (Ma et al., 2020)). We found that while none of the models can achieve good performance consistently across all tasks, the models actually exhibit different strengths and weaknesses for different question types, suggesting ample room for improvement (Zhang et al., 2023). Besides traffic understanding, we also studied text-based games (Wang et al., 2022), where the model needs to interact with a virtual environment to complete a complex goal. Here, we incorporate the affordance knowledge about the objects in the environment as well as the memory of the past actions into reinforcement learning agents (He et al., 2016; Ammanabrolu and Hausknecht, 2020). We also leveraged a commonsense reasoning model (Zhang et al., 2022a) for action selection by considering each step in the episode separately. We found that across different models, incorporating additional knowledge is beneficial for most tasks (Chhikara et al., 2023). Finally, inspired by the success of the large language models, we proposed a novel task that requires lateral thinking abilities to solve, to test the true reasoning ability of the state-of-the-art models. We start by collecting brainteasers from online sources and then manually converting them into multiple-choice question answer pairs. To collect high-quality distractors, we prompted commonsense generator models (Bosselut et al., 2019) and LLM (e.g. ChatGPT) to get initial distractors and then manually corrected errors. We experimented with a set of instruction finetuned models (Chung et al., 2022) as well as commonsense enhanced models (Ma et al., 2020; Wang et al., 2023). We found that even the largest model, ChatGPT struggles to perform well on our new benchmark. The commonsense model performs even worse than the vanilla model in some cases, suggesting that commonsense knowledge can sometimes be a confounding factor for the lateral thinking process. Overall, our work presented an interesting benchmark that could be useful for future works on machine reasoning.

7.3 Open Challenges

The recent success of large language models (LLM) has revolutionized the field of NLP and machine learning. Instruction-finetuned models such as ChatGPT or GPT-4 are able to solve many challenging tasks in zero-shot or few-shot fashion (Kojima et al., 2022; Wei et al., 2022c,a). Consequently, the community is shifting towards adapting LLM for various tasks and applications (Shen et al., 2023). While it’s tempting to leverage these models to solve any task at hand, these models still struggle with knowledge-intensive tasks such as question answering and fact-checking, even after scaling to billions of parameters (Trivedi et al., 2022). As previously discussed, these pretrained language models are good at encoding frequently appearing explicit knowledge as its implicit knowledge, but they can not handle less-frequent knowledge well. This has led to the problem of hallucination (Ji et al., 2023), i.e. generating false information in natural and convincing ways. In general, LLMs are versatile reasoners but they are unreliable, hindering their application to many use cases with high stakes. For example, people are more tolerant of the models’ mistakes and false information during chit-chat, but it poses a much higher risk when using these models for educational purposes. Thus how to address the hallucination problems in the LLMs is a promising
Moreover, these powerful LLMs have opened up countless possibilities for building AI-powered applications, e.g. general-purpose virtual assistants and embodied agents (Nakano et al., 2021; Driess et al., 2023). There has also been the discussion of artificial general intelligence (AGI) (Bubeck et al., 2023), suggesting the potential of these models to be like humans. Much like how humans interact with the world, these models are also expected to leverage different tools to complete various tasks. Then how to create the synergy between LLMs and existing tools/frameworks/infrastructure in the world is another interesting field to explore.

In addition, one major drawback of existing LLMs is that they are trained on stale knowledge. Consequently, they cannot answer questions about the events that happened after their knowledge cutoff date. Although leveraging a search engine to find the latest information can address this issue to some extent, e.g. Bing Chat, there are also cases this method cannot resolve. For example, when a certain fact memorized by the LLMs is wrong, we would like to edit its knowledge to correct it. How to do so remains another challenging problem to solve.

Finally, another major bottleneck of current LLMs is their high computation cost. Training and serving such models would require thousands of high-end GPUs, and this cost is prohibitively expensive for many small businesses and research labs. Even for large corporations, serving these models to millions of users has been challenging. For example, OpenAI has been limiting the number of requests for GPT-4 model to 25 per 3 hours for every user. Thus, how to make these models more efficient while keeping or improving the level of performance is now a million-dollar question in the community.

Considering all the aforementioned challenges and what we have accomplished in this thesis, we identify the following specific directions that are worth exploring:

- **Retrieval-augmented generation:** As discussed in previous chapters, providing explicit knowledge to the reader model when answering questions effectively improves its performance. Similarly, we can also provide relevant evidence documents to the LLMs using a retriever, to enhance its generation quality. By retrieving knowledge that is not learned/memorized by LLMs, we can effectively reduce the hallucination problem. Several recent studies have made progress along this direction (Press et al., 2022; Khattab et al., 2022). However, this problem is far from being solved and there are still many research questions yet to answer.

  *When should we do retrieval?* Although state-of-the-art retrievers have achieved very strong performance (Ma et al., 2023), they are far from being perfect. Consequently, the errors made by the retriever can also mislead the generation of LLMs. Also, feeding the retrieved documents to LLMs significantly increased the prompt length, which also implies a much higher cost. Ideally, we would want to retrieve documents when the LLMs are not confident about their generation and avoid adding long and potentially distracting contexts when the LLMs are making good predictions. Some recent works have shed light on how to address this issue (Jiang et al., 2023b), yet there is still ample room for improvement.

Besides when to retrieve, *how to retrieve* is also an interesting question to explore. For example, for complex QA tasks, many recent works propose to prompt LLM to decompose
the complex question and use the resulting simple questions for retrieval, but there is also the risk of error propagation. On the other hand, directly using the complex query might be challenging for retrievers that are not trained with similar data. Moreover, for long document generation tasks, there is no explicit query. What to use as the query for retrieval is also an interesting question (Jiang et al., 2023b).

Finally, there is the question of **What to include from the retrieval results?** In our own works from chapter 4, and chapter 6, we usually use the top 100 documents returned by the retrieve for answer reasoning. However, such a large amount of documents would be infeasible for LLMs to handle. Naturally, we have to trade-off between evidence recall and context window size. Existing work typically feeds the top 1 - top 5 documents to LLMs for answer prediction (Press et al., 2022; Khattab et al., 2022). However, using LLMs to rerank the results before final answer generation is also an interesting direction to explore (Sun et al., 2023). LLMs probably have the ability to further refine the retrieval results and filter out irrelevant information, which could lead to better overall performance. Then the remaining question is how can we elicit such reasoning ability from them? Naturally, a follow-up question would be: is there a way to efficiently rerank a large set of documents using LLMs? In this thesis, we have proposed various methods for retrieving and reranking relevant knowledge for QA tasks, the ideas and insights we had in previous chapters can also be extended to the territory of LLMs.

- **Tool-augmented LLMs**: Recently, the concept of empowering LLMs with tools has been widely adopted in the community (Schick et al., 2023; Wu et al., 2023). Here, the idea refers to delegating a specific functionality to a dedicated tool/model, instead of letting the LLMs solve the task end-to-end. For example, when solving math-related questions, instead of letting the model generate all reasoning steps and complete all the calculations by itself, we can just ask the model to generate programs for computing the final answer, and execute the programs in a Python interpreter, i.e. using a calculator (Gao et al., 2022). Such methods offload the parts of the task that are challenging for LLMs and enjoy the advantage of external tools, leading to much better results on a variety of tasks (Chen et al., 2022). E.g. a deterministic and correct program will always produce the correct answer, regardless of the syntax or language, but LLMs could easily fail with slightly different prompts. The retrieval-augmented generation framework can also be viewed as one kind of tool-augmented LLM, where the retriever is the tool LLMs use to find more relevant knowledge. Thus the models we built in this thesis can naturally be incorporated in this direction. In other words, by viewing the models such as **COS** and **UDT-QA** as tools, we can teach LLMs to use them to better answer user questions. The concept of tools also raises many interesting research questions:

*How to make LLMs actively use and compose tools?* As discussed earlier, we would like the LLM to delegate the tasks that are challenging for it to solve to specific tools. However, how to make this decision intelligently is a non-trivial problem. Some recent works have tried to add the tools/functions’ description in the LLM prompts, and use in-context examples to illustrate how to use those functions (Paranjape et al., 2023; Lu et al., 2023). While such methods work well on certain benchmarks, whether they can generalize to a general-
purpose agent is an open question. For example, in the academic benchmarks, it’s almost
guaranteed that function calls are required at every step to solve the input question, whereas
in a chat session with a user, the need to call external functions might come up at any point
in the conversation or might not come at all. Moreover, when the user instructions become
complex, the LLM might need to compose multiple tools hierarchically to complete the task.
Thus designing a smart tool-use mechanism is an interesting direction for future work.

_How to deal with a large tool library?_ After hooking LLMs with external tools, the number
of tools available can quickly explode. Augmenting the LLM prompts with tool descriptions
is an effective approach when we only have a handful of tools. However, it can not scale up
to thousands of tools due to the limited context window size. One possibility is to finetune
the LLM with tool-calling data (Schick et al., 2023), and others have tried to augment the
LLM’s token embeddings only to reduce compute (Hao et al., 2023). We can also potentially
treat the problem of selecting the appropriate tool for retrieval and use retrievers to find the
most suitable tool. Still, a lot more research efforts are required to understand what’s the
best approach here.

_Can LLMs build tools by themselves?_ Lastly, an interesting question is what should we
do when we do not have a suitable tool at hand? Humans can learn to build new tools
from raw materials when the existing ones do not meet their needs. It makes us wonder if
LLMs can learn to do the same. All of the aforementioned tools for LLMs are computer
programs after all, which are composed by code. At the same time, LLMs have exhibited
very strong performance on code generation tasks (Cheng et al., 2022b; Ni et al., 2023).
Thus LLMs should be able to write code to build new tools for solving specific problems.
Additionally, they should be able to learn to improve their outputs or tools from the feedback,
e.g. execution errors, rewards, or human preference, much like how humans build prototypes
and keep improving. Some studies have shown that LLMs can also learn to self-improve
from their own feedback (Madaan et al., 2023). All of these are interesting directions for
future research.

- **LLM knowledge editing.** One thing users often find unsatisfying about LLMs is their stale
knowledge. Since these models are trained on fixed snapshots of data, they do not have the
ability to answer questions about the latest events and their implicit knowledge can not be
easily updated. Although retrieval-augmented-generation can alleviate the formal problem
to some extent, they are not suitable when we want to update the model’s knowledge, e.g.
correcting factual errors. Ideally, an intelligent assistant should be able to learn from its
interaction with the world and constantly update its knowledge. There are many challenging
research questions implied by such ability:

_Where is implicit knowledge located?_ In order to update a model’s knowledge, we first need
to know where the knowledge is located. Although we generally say that the implicit knowl-
edge is stored in the model’s parameters, it’s extremely challenging to locate the specific
parameters in the model that are associated with one particular fact. Although some studies
have made progress towards understanding the implicit knowledge, e.g. facts are stored in
FFN layers (Meng et al., 2022), this problem is far from being solved. Also, understanding
where is the knowledge stored may also help us understand how the model learned such knowledge, i.e. understanding where the emergent abilities of LLMs come from Wei et al. (2022a).

**How do we edit a specific fact in the model?** Due to the black-box nature of neural models, editing a specific piece of knowledge is a very challenging task. Some previous works have made some progress in this direction, through gradient-based updates at test time (De Cao et al., 2021) or training a separate editor network (Mitchell et al., 2021). However, as models get larger, these methods might not be as effective. Thus, there are ample room to explore for future works in the era of LLMs.

**How to build a memory for LLMs?** Recently, numerous efforts have tried to equip the LLMs with a memory component that stores past errors and user feedback (Madaan et al., 2022). The memory can then be used to improve future predictions and potentially correct previous mistakes. Hence the memory component can be thought of as another way for knowledge editing. The benefit of this approach is that no parameter update is required and we can flexibly grow the memory component. However, this could potentially create conflicts between the implicit knowledge and the memory, how to address such conflicts remains an open question. Moreover, as the memory size grows large, more advanced mechanisms are probably required to extract the most relevant memory fragments to solve the task at hand, similar to retrieval-augmented generation (Jiang et al., 2023b). Finally, the memory component also opens up the possibility of LLM personalization. If every user has access to their dedicated LLM assistant, who can store all of their interaction history into memory (Park et al., 2023) and use memory to guide future interactions, they will be able to create a truly personalized virtual assistant.

- **LLM specialization** Lastly, one major bottleneck of current LLMs is their huge model size and computation requirement. Training and serving such models require thousands of cutting-edge GPUs, which is unaffordable for many institutions and labs. This has motivated people to explore various cheaper alternatives for training/adapting LLMs (Hu et al., 2021). However, these methods do not reduce the inference computation cost. Taking a step back, one interesting question is, do we really need an entire LLM to solve every task? Intuitive, humans activate different parts of the brain for different scenarios, e.g. left brain for logic and right brain for creativity. Thus, treating an LLM as a human brain, it would be ideal to activate different parts of the model for different tasks. This also resembles the idea of Mixture-of-Experts (Fedus et al., 2021), except that here we can enforce a clear specialization strategy by learning one skill in each expert (Ma et al., 2023) or one domain in each expert (Gururangan et al., 2023). With such specialization, we can significantly reduce the serving cost of LLMs. Similarly, we can use a smaller model for easier tasks and switch to a larger model for more difficult parts (Madaan and Yang, 2022). Studies have shown that by having a mixture of smaller models, the overall performance can be improved compared to having a single large model with an equal number of parameters (Gururangan et al., 2023). This evidence suggests that focusing on specialization might be an important step for building next-generation of LLMs.
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Chapter A

Appendix for Chapter 3

A.1 Hyperparameters

A.1.1 Model training

In all experiments that involve training, we used learning rate $1e^{-5}$, batch size 32, max sequence length 128, weight decay 0.01, adam epsilon $1e^{-6}$, $\beta_1 = 0.9$, $\beta_2 = 0.98$ and warm-up proportion 0.05, margin 1.0. For MLM training with RoBERTa, we only mask non-stop words in head or tail and we set the masking probability as 0.5 for ATOMIC and 0.3 for CWWV.

A.1.2 Tuned parameters

We also tested smaller margins for training (0.2, 0.5) and we observe that margin 1.0 works slightly better.

**AFLite**

In our experiments, we set $N=64$, $\tau=0.75$, $k_1=1/50$ of $|Trn|$, $k_2=1/50$ of $|Dev|$ and $O = 1/5$ of $|Trn|$.

A.2 AFLite algorithm
Algorithm 1: AFLite

**Input:** $Trn$, $Dev$, ensemble size $N$, cutoff sizes $k_1, k_2$, threshold $\tau$, target size $O$

while $|Trn| > O$ do
  for $s$ in $Trn+Dev$ do
    Initialize Prediction $P(s) = \emptyset$
  end
  for $i=1, ... N$ do
    Random Partition $Trn$ into $U, V$ s.t $|U| = O$
    Train a linear classifier $F$ on $U$
    for $s$ in $V+Dev$ do
      Add $F(s)$ in $P(s)$
    end
  end
  for $s$ in $Trn+Dev$ do
    $Acc(s) = \frac{|\{p \in P(s) s.t. p = y\}|}{|P(s)|}$
  end
  Select top-$k_1$ samples $S_1$ in $Trn$ s.t. $Acc(s) > \tau$
  Select top-$k_2$ samples $S_2$ in $Dev$ s.t. $Acc(s) > \tau$
  $Trn = Trn - S_1$
  $Dev = Dev - S_2$
  if $|S_1| < k_1$ then break;
end

**Output:** filtered sets $Trn'$ and $Dev'$
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B.1 Document Index Statistics

To be consistent with text passages, we also cut tables and KB sub-graphs (raw or verbalized) into chunks that has about 100 words. Hence the verbalized knowledge will have larger index size than raw format (see Table B.1).

B.2 Training Details

To train the retriever to better handle knowledge from tables and KB, we create additional training data from NQ-Table-Q and WebQ-KB-Q. Given a (question, answer, gold table) from NQ-Table-Q, we create a positive passage by concatenating rows containing the answer. Then we randomly sample and concatenate other rows in the table if the passage has less than 100 words. To find negative passages for training, we build a index consists of all the tables and use BM25 to retrieve relevant tables. Ones that do not contain the answer are considered as negative tables. Then we sample rows from the table to build negative passages. For the raw tables, the process is the same except that we also concatenate headers in the beginning to build positive and negative passages. We combine NQ training data with this set to train DPR.

For WebQ-KB-Q, we use the verbalized gold sub-graphs as positive passages. For the raw format, this is replaced by flattening the gold sub-graph. Then we build an index with all documents in WD-graphs and the top ranked documents by BM25 that do not contain the answer are treated as negatives. Here the documents refer to concatenated triples set for raw setting and sentences produced by the generator in verbalized setting. Additionally, we search through answer entities and their neighbors in the graph to find documents that has word overlap with the question. Then we build training instances in a similar fashion.

As pointed by previous work Oguz et al. (2020), mining harder negative passages using DPR and iterative training leads to better performance. We also adopted this approach in our experiments. After the first DPR is trained, we used it to retrieve passages from a joint index of text+structured knowledge. Then the negative passages are paired with the positive passages from the first round to build new sets of training data. Then we train a second DPR using the iteration1 data combined with the new training sets.
Table B.1: Statistics of Document Index

<table>
<thead>
<tr>
<th>Source</th>
<th>Raw</th>
<th>Verbalized</th>
</tr>
</thead>
<tbody>
<tr>
<td>Text</td>
<td>21M</td>
<td>-</td>
</tr>
<tr>
<td>OTT-tables</td>
<td>4.0M</td>
<td>6.3M</td>
</tr>
<tr>
<td>NQ-tables</td>
<td>446K</td>
<td>572K</td>
</tr>
<tr>
<td>WD-graphs</td>
<td>5.7M</td>
<td>5.8M</td>
</tr>
</tbody>
</table>

Table B.2: Impact of document index size over separately trained retriever-reader models (Top for NQ and bottom for WebQ). All metrics are computed on the corresponding test set.

For retriever training, we follow the experiment set-up as specified by Karpukhin et al. (2020). Specifically, we use the Adam optimizer and a per-gpu batch size of 32 for NQ and 24 for WebQ, respectively. All trainings are done with a fixed learning rate of $2e^{-5}$ and 40 epochs using 8 V100 GPUs. We select the best model based on the retrieval accuracy on the corresponding dev set.

For reader training, we follow the experiment set-up as described in Cheng et al. (2021b). Specifically, we use the Adam optimizer and a batch size of 16 for NQ and 8 for WebQ, respectively. We use 16 and 8 V100 GPUs for NQ and WebQ respectively. We select the learning rate in $\{3e^{-5}, 5e^{-5}\}$ and number of training epochs in $\{6, 8\}$. The best model is selected based on EM on the corresponding dev set. All of our reported results are obtained from a single run.

Regarding the number of parameters in the model, our verbalizer is based on T5-large, which has 770M parameters. Our retriever is a bi-encoder model based on bert-base, which has 220M parameters. Our reader model is based on ELECTRA-large, which has 330M parameters.

### B.3 Impact of Document Index Size

We report the test set results of models trained with different document index in Table B.2 (corresponding to Table 4.3). Overall, we observe similar trends. For NQ, the model benefits more from a larger document index while for WebQ the restricted setting yield better performance.
<table>
<thead>
<tr>
<th>Source</th>
<th>R20</th>
<th>R100</th>
<th>EM</th>
</tr>
</thead>
<tbody>
<tr>
<td>KELM</td>
<td>83.1</td>
<td>86.7</td>
<td>55.1</td>
</tr>
<tr>
<td>WD-graphs (Ours)</td>
<td>82.8</td>
<td>86.7</td>
<td>55.4</td>
</tr>
</tbody>
</table>

Table B.3: Dev set results of models trained on WebQ with verbalized WD-graph and KELM

<table>
<thead>
<tr>
<th></th>
<th>V-correct</th>
<th>V-error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Raw-correct</td>
<td>1750</td>
<td>223</td>
</tr>
<tr>
<td>Raw-error</td>
<td>242</td>
<td>1395</td>
</tr>
</tbody>
</table>

Table B.4: Error matrix of UDT-QA trained with text+All-tables in raw and verbalized format

### B.4 Comparison between Our Verbalizer and KELM-verbalizer

We report the dev set results of WebQ models trained with our verbalized WD-graphs in comparison with KELM in Table B.3 (corresponding to Table 4.5).

### B.5 Case Study on Raw vs Verbalized Tables

For manual analysis of verbalized and raw tables, we start by computing the error matrix of the NQ models trained with text+All-tables in both format, as shown in Table B.4. We then manually annotated 100 examples where only 1 format of knowledge successfully answered the question (50 for each format), and we select examples where at least 1 table chunk is marked as positive by the retriever. Out of 50 examples where verbalized tables contain the answer span, 40 of them are true positives that provide direct evidence to the questions. In 35 out of 40 questions, the retriever for the raw model actually find the same table/chunks that provide the answer. However, the model failed to extract answer for those cases and we think it’s mainly because the raw format of the noisy tables can be hard for the model to reason over, as discussed in section 4.7.

We then looked at the other group of 50 questions (raw format). 37 of them are true positives that contain direct evidence. Then in 30 out of 37 questions, the verbalized retriever is able to find the corresponding verbalized table/chunks that also contain the answer. The remaining cases are all due to retriever failed to find the true positive table chunks. In these 30 cases, the most noticeable pattern is that the model is able to leverage structural shortcut to arrive at the answer, suggesting the limitation of verbalized tables.

### B.6 Data-to-text Examples

In the top half of Table B.5 we show examples from DART that are filtered out by our method, i.e. low ROUGE scores between input and target. In the first example, information from 2 cells are completely omitted from the target. The model may learn to omit information from this kind of examples, which is problematic when we consider QA as our downstream task. Our filtering method is also able to prune noisy examples, as shown in row 2&3, where there is little correspondence...
between input and target. In row 4, we show an example where the target contains the information not exist in the input. This kind of examples may teach the model to hallucinate which is also an unwanted behavior, hence they are also filtered out.

In the bottom half of Table B.5 we show examples from ID-T set, i.e. good quality input-output pairs produced by the verbalizer trained on T-F set, when applied to our table sets. These examples often have longer inputs and/or larger table cells and the information coverage rate in target is very high. By combining ID-T set with T-F set to train a new verbalizer, the model can more effectively learn to generate faithful description of the input.

Finally, in Table B.6 we show examples of question-answer pairs along with their associated gold tables(rows). For each raw input, we show its corresponding output generated by the verbalizer trained on T and the verbalizer trained on T-F+ID-T. We can see that the direction evidence to the answer is present in one of the raw table cells, however in all 3 cases the verbalizer(T) failed to generate that piece of information. On the other hand, the verbalizer(T-F+ID-T) faithfully described all information presented in the input, showing the effectiveness of our proposed method.

<table>
<thead>
<tr>
<th>Input</th>
<th>Target</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;H&gt; [title] &lt;T&gt; Conde McCullough &lt;H&gt; bridge name &lt;T&gt; Oregon City bridge &lt;H&gt; carries &lt;T&gt; Oregon route 43 &lt;H&gt; year completed &lt;T&gt; 1922 &lt;H&gt; total length &lt;T&gt; 745 feet 227 m &lt;H&gt; location &lt;T&gt; Oregon City Oregon</td>
<td>conde mccullough helped build the Oregon City bridge, which is part of Oregon rt. 43.</td>
</tr>
<tr>
<td>Input</td>
<td>Target</td>
</tr>
<tr>
<td>-------</td>
<td>--------</td>
</tr>
<tr>
<td>&lt;H&gt; [title] &lt;T&gt; Yuriy Aleksandrovich Golovkin &lt;H&gt; russian state &lt;T&gt; Russian Empire &lt;H&gt; date from &lt;T&gt; 9 November 1818 &lt;H&gt; date until &lt;T&gt; 16 September 1822</td>
<td>the first ambassador of Russia to Austria was Prince Dmitry Mikhailovich Golitsyn.</td>
</tr>
<tr>
<td>Input</td>
<td>Target</td>
</tr>
<tr>
<td>-------</td>
<td>--------</td>
</tr>
<tr>
<td>&lt;H&gt; [title] &lt;T&gt; 43 &lt;H&gt; competition &lt;T&gt; AFC Champions League</td>
<td>the club was officially founded as Lucky-Goldstar football club in 1983, by the Lucky-Goldstar Group. FC Seoul have won six league titles, two FA cups, two league cups and one Super Cup.</td>
</tr>
<tr>
<td>Input</td>
<td>Target</td>
</tr>
<tr>
<td>-------</td>
<td>--------</td>
</tr>
<tr>
<td>&lt;H&gt; [title] &lt;T&gt; Ana Maria Beldaña Ferriera &lt;H&gt; hometown &lt;T&gt; Santiago de los Caballeros</td>
<td>Ana María Beldaña Ferriera, from Santiago de los Caballeros, was a contestant in the Miss Dominican Republic 2002 contest.</td>
</tr>
<tr>
<td>Input</td>
<td>Target</td>
</tr>
<tr>
<td>-------</td>
<td>--------</td>
</tr>
<tr>
<td>&lt;H&gt; [title] &lt;T&gt; Meet the Fockers &lt;H&gt; edited by &lt;T&gt; Jon Poll, Lee Haxall, Alan Baumgarten &lt;H&gt; production company &lt;T&gt; Tribeca Productions, Everyman Pictures &lt;H&gt; distributed by &lt;T&gt; Universal Pictures (North America) Dreamworks Pictures (International)</td>
<td>meet the fockers was edited by jon poll, lee haxall, alan baumgarten and distributed by universal pictures (north america) dreamworks pictures (international). the production company was tribeca productions.</td>
</tr>
<tr>
<td>Input</td>
<td>Target</td>
</tr>
<tr>
<td>-------</td>
<td>--------</td>
</tr>
</tbody>
</table>

**Table B.5:** Top: examples from DART that are filtered out by our method, the bold cells are omitted information from target, and italic text from target are likely to bias the model towards hallucination. Bottom: examples from (ID-T), which is generated by our 1st iteration verbalizer.
Table B.6: Examples of verbalized table(rows) generated by different verbalizer, where the direct evidences to the answer are marked in bold
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C.1 Chaining Strategy

At the chaining step, a table $t$ can appear multiple times in this evidence chain list, if there are multiple passages linked to it. Also, a single passage can be linked to multiple tables, resulting in potential redundancy. Moreover, concatenating the table with the passage may make the sequence too long for the reader to handle. To reduce the duplication and sequence length, we adopt the following strategy: for a document in the first hop, we only add it to the Top-K list if it has not been included before; similarly, for a linked passage in the second hop, we only added it to the Top-K if it has not been added before, and we only concatenate the table header and its entity mention’s row to it, and then include it as a separate document. We iterate over the reranked list of chains until reaching K chains.

C.2 Dataset Statistics

The dataset statistics are shown in Table C.1. For both datasets, we follow Ma et al. (2022b) to split tables into chunks of approximately 100 words, which results in about two chunks for each table. Thus the size of the table index also increased. (840K table chunks and 4.4M table chunks for OTT-QA and NQ, respectively)

C.3 Training Details

We run all of our experiments once due to computation constraints, and we largely follow previous works’ hyper-parameters settings.

C.3.1 Linker Training

Only tables in OTT-QA train and dev set contain hyperlinks (8K for train, 0.8K for dev), and we only used these tables \(^1\) to train our linker model (§5.3.1).

\(^1\)https://github.com/wenhuchen/OTT-QA
To mine hard negatives for linker training, we adopted two strategies using BM25. For the first strategy, we used the entity mentions in the table as queries, and retrieve from an index of passage titles only. In the second one, we used the entity mentions along with the table title as queries, and retrieve from an index of passage titles concatenated with the first sentence from their corresponding pages. We observe very different negatives from these two strategies and we used negatives from both to train our linker model.

During training, we use randomly sample one hard negative for every (mention, positive passage) pair, and also use in-batch negatives to compute the contrastive loss. We train entity mention proposal model for 40 epochs and table entity linking model for 100 epochs, both with batch size 64, learning rate 2e-5, and linear warm-up scheduler.

### C.3.2 Retriever Training

For training data, we directly used the data released by Karpukhin et al. (2020) for NQ \(^2\) and Ma et al. (2022b) for NQ-table-answerable set \(^3\). Note that the NQ-table-answerable data is considered part of NQ in all settings. For OTT-QA, each question is annotated with one or more positive tables and we use BM25 to mine hard negatives from an index of all OTT-QA tables. Following previous work Karpukhin et al. (2020), we train our retrievers (for both single-dataset and joint setting) for 40 epochs, with batch size 128, learning rate 2e-5 and select the best checkpoint using validation average rank on dev set.

### C.3.3 Chainer Inference

We set \(\alpha = 16\) and \(\beta = 9\) in Equation 5.8 for OTT-QA, and \(\alpha = 10\) and \(\beta = 12\) for NQ. These hyper-parameters are selected based on the respective dev set’s answer recall performance. We did a grid search over integer values in the range [1, 20] for both parameters.

### C.3.4 Reader Training

Following Izacard and Grave (2021), we train our reader models for 15000 steps, with batch size 64, learning rate 5e-5.

---

\(^2\)https://github.com/facebookresearch/DPR

\(^3\)https://github.com/Mayer123/UDT-QA
Table C.2: Evidence Recall of OTT-QA single retriever on OTT-QA Dev set, where R@K evaluates gold table chunk recall and AR@K evaluates answer recall

<table>
<thead>
<tr>
<th></th>
<th>R@20</th>
<th>R@100</th>
<th>AR@20</th>
<th>AR@50</th>
</tr>
</thead>
<tbody>
<tr>
<td>OTT-QA Retriever</td>
<td>82.7</td>
<td>92.5</td>
<td>31.2</td>
<td>37.5</td>
</tr>
<tr>
<td>+Linker&amp;Chainer</td>
<td>84.1</td>
<td>91.2</td>
<td>74.4</td>
<td>83.5</td>
</tr>
<tr>
<td>Retrieve full index</td>
<td>82.3</td>
<td>91.8</td>
<td>32.7</td>
<td>40.2</td>
</tr>
</tbody>
</table>

Table C.3: Answer Recall on NQ task

<table>
<thead>
<tr>
<th></th>
<th>Dev</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AR@20</td>
<td>AR@50</td>
</tr>
<tr>
<td>Joint retriever</td>
<td>82.3</td>
<td>87.0</td>
</tr>
<tr>
<td>+Linker&amp;Chainer</td>
<td>85.7</td>
<td>88.1</td>
</tr>
<tr>
<td>NQ Retriever</td>
<td>83.2</td>
<td>87.4</td>
</tr>
<tr>
<td>+Linker&amp;Chainer</td>
<td>85.9</td>
<td>88.4</td>
</tr>
</tbody>
</table>

C.4 Results and Discussion

C.4.1 Impact of Linker & Chainer

Here we evaluate the evidence recall performance of the OTT-QA single retriever in Table C.2. We can see that compared to results in Table 5.5, the performance of the single dataset retriever is quite similar for all metrics, suggesting that a joint model is sufficient to learn multiple tasks under our framework. We conduct the same evaluation on NQ in Table C.3. With the addition of Linker and Chainer, we see that the answer recall improved over the retriever-only setting. We also observe that the results for NQ-single retriever are quite similar to joint retriever, as seen on OTT-QA.
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D.1 Inference Pipeline

At inference time, our model utilizes the retrieving skill or the linking skill or both in parallel to gather evidence at every reasoning step. When both skills are used, one problem is that the scores associated with the evidence found by different skills are not aligned, *i.e.*, naively sorting the retrieved documents and linked documents together may cause one pool of documents to dominate over the other. Thus we propose to align the linking scores based on the same step retrieval score:

\[ l_{s_i} = \frac{l_{s_i}}{\max(\{l_s\} \cup \{r_s\}) \times \max(\{r_s\})} \]  \hspace{1cm} (D.1)

where \( l_{s_i} \) represents the linking score of the document \( i \) and \( \{l_s\} \), \( \{r_s\} \) represent the set of linking scores and retrieving scores for top-\( K \) documents from each skill. Effectively, if the raw linking score is larger than the retrieving score, we would align the top-1 document from each set. On the other hand, if the raw linking score is smaller, it would not get scaled. The reason is that certain common entities may also be detected and linked by our model *e.g.*, United States, but they usually do not contribute to the answer reasoning, thus we do not want to encourage their presence.

In the case of a document being discovered by both skills, we promote its ranking in the final list. To do so, we take the max of the individual score (after alignment) and then multiply by a coefficient \( \alpha \), which is a hyper-parameter.

\[ s_i = \alpha \max(l_{s_i}, r_{s_i}). \]  \hspace{1cm} (D.2)

Finally, we use the reranking skill to compute a new set of scores for the merged evidence set, and then sort the documents using the combination of retrieving/linking score and reranking score:

\[ s_i + \beta \text{ rankscore}_i. \]  \hspace{1cm} (D.3)

\( \beta \) is another hyper-parameter. For multi-hop questions, the same scoring process is conducted for the second-hop evidence documents and then the two-hop scores are aggregated to sort the reasoning chains. The inference pipeline is also illustrated in Figure D.1.
**Figure D.1:** The reasoning pipeline of Chain-of-Skills (COS). Given a question, COS first identifies salient spans in the question, then the retrieving and linking skills are both used to find first-hop evidence, using the [CLS] token and entity mention representation respectively. Then we merge all the evidence through score alignment and the reranking skill. For top-ranked evidence documents, we concatenate each of them with the question and perform another round of retrieving and linking. Then the second hop evidence are merged and reranked in the same fashion. Finally, the reasoning paths are sorted based on both hops’ scores.

### D.2 Experimental Details

#### D.2.1 Data Statistics

The detailed data statistics are shown in Table D.1.

**Pretraining** We follow Izacard et al. (2021) and Wu et al. (2020) to construct examples for single retrieval and entity linking, respectively. For single retrieval, a pair of randomly cropped views of a passage is treated as a positive example. Similar to Spider (Ram et al., 2022), we also use the processed DPR passage corpus based on the English Wikipedia dump from 2018/12/20. For entity linking, we directly use the preprocessed data released by BLINK (Wu et al., 2020) based on the English Wikipedia dump from 2019/08/01. For expanded query retrieval, we construct the pseudo query using a short text snippet with the first passage from the same page, and we treat the first passage from linked pages as the target. As no hyperlink information is preserved for the DPR passage corpus, we use the English Wikipedia dump from 2022/06/01 for data construction. In each Wikipedia page, we randomly sample 30 passages with hyperlinks. (If there are less than 30 passages with hyperlinks, we take all of them.) Each sampled passage, together with the first passage of the page, form a pseudo query. Then, in each sampled passage, we randomly pick an anchor entity and take the first passage of its associated Wikipedia page as the target. To avoid redundancy, if an anchor entity has been used 10 times in a source page, we no longer pick it for the given source. If the query and the target together exceed 512 tokens, we will truncate the longer of the two by randomly dropping its first token or its last token.

**Finetuning** For NQ, we adopted the retriever training data released by Ma et al. (2022b) and further used them for the reranking skill. Note that data from Ma et al. (2022b) also contains table-answerable questions in NQ, and we simply merged the corresponding training splits with the text-based training split. That’s why the number of examples in the last column is greater than 144.
the number of questions in the training set.

For HotpotQA, we adopted single retrieval and expanded query retrieval data released by Xiong et al. (2020b). For question entity linking data, we heuristically matched the entity spans in the question with the gold passages’ title to construct positive pairs, and we use the same set of negative passages as in single retrieval. For passage entity linking, we collected all unique gold passages in the training set and their corresponding hyperlinks for building positives and mined negatives using BM25. Finally, the reranking data is the same as single retrieval.

For OTT-QA, we adopt the single retrieval and table entity linking data released by Ma et al. (2022a). For expanded query retrieval, we concatenate the question with the table title, header, and row that links to the answer-containing passage as the query, and the corresponding passage is treated as a positive target. The negatives are mined with BM25. Finally, reranking data is the same copy as in single retrieval except that we further break down tables into rows and train the model to rank rows. This is because we want to make the reranking and expanded query retrieval more compatible.

Since iterative training is shown to be an effective strategy by previous works (Xiong et al., 2020a; Ma et al., 2022b), we further mined harder negatives for HotpotQA and OTT-QA skill training data. Specifically, we train models using the same configuration as in pretraining (four task-specific experts, with no reranking data or span proposal data) for HotpotQA and OTT-QA respectively (models are initialized from BERT-based-uncased). Then we minded harder negatives for each of the data types using the converged model. The reranking and the entity span proposal skills are excluded in this round because the reranking can already benefit from harder negative for single retrieval (as two skills share the same data) and the entity span proposal does not need to search through a large index. Finally, the data splits coupled with harder negatives are used to train our main Chain-of-Skills (COS) and conduct ablation studies.

D.2.2 Training Details

Pretraining Similar to Contriever (Izacard et al., 2021), we adopt a continual pretraining setup based on the uncased BERT-base architecture, but our model is initialized from the Contriever weights. We train the model for 20 epochs with the batch size of 1024 and the max sequence length of 256. Here, we only use in-batch negatives for contrastive learning. The model is optimized using Adam with the initial learning rate of 1e-4. The final checkpoint is used for fine-tuning later.

Finetuning When initializing from pretrained COS, the weights mapping for the first 5 experts are illustrated in Figure 6.3 and the last expert is initialized from BERT-base-uncased. For all experiments, we train models for 40 epochs with the batch size of 192, the learning rate of 2e-5, and the max sequence length of 256. During training, each batch only contains training data for one of the skills from one dataset, thus the model can effectively benefit from the in-batch negatives. To train the entity span proposal skill, we use the same data as entity linking. In particular, we route the data to span proposal experts 20% of the time otherwise the data go through entity linking experts.
<table>
<thead>
<tr>
<th>Dataset</th>
<th>Train</th>
<th>Dev</th>
<th>Test</th>
<th>Skill Training Data</th>
<th># Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>single retrieval</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>expanded query retrieval</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>passage entity linking</td>
<td></td>
</tr>
<tr>
<td>Pretraining</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
<td>6M</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>6M</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>9M</td>
</tr>
<tr>
<td>NQ</td>
<td>79,168</td>
<td>8,757</td>
<td>3,610</td>
<td>single retrieval</td>
<td>86,252</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>reranking</td>
<td>86,252</td>
</tr>
<tr>
<td>HotpotQA</td>
<td>90,447</td>
<td>7,405</td>
<td>7,405</td>
<td>single retrieval</td>
<td>90,447</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>expanded query retrieval</td>
<td>90,447</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>question entity linking</td>
<td>80,872</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>passage entity linking</td>
<td>104,335</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>reranking</td>
<td>90,447</td>
</tr>
<tr>
<td>OTT-QA</td>
<td>41,469</td>
<td>2,214</td>
<td>2,158</td>
<td>single retrieval</td>
<td>41,469</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>expanded query retrieval</td>
<td>31,638</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>table entity linking</td>
<td>19,764</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>reranking</td>
<td>41,479</td>
</tr>
<tr>
<td>EntityQuestions</td>
<td>-</td>
<td>22,068</td>
<td>22,075</td>
<td></td>
<td>-</td>
</tr>
<tr>
<td>WebQ</td>
<td>-</td>
<td>-</td>
<td>2,032</td>
<td></td>
<td>-</td>
</tr>
<tr>
<td>SQuAD</td>
<td>-</td>
<td>-</td>
<td>10,570</td>
<td></td>
<td>-</td>
</tr>
</tbody>
</table>

**Table D.1:** Statistics of datasets used in our experiments, columns 2-4 represent the number of questions in each split. The last two columns contain the type of training data and the corresponding number of instances.
<table>
<thead>
<tr>
<th></th>
<th>#Params</th>
<th>EM</th>
</tr>
</thead>
<tbody>
<tr>
<td>FiD (Izacard and Grave, 2021)</td>
<td>770M</td>
<td>51.4</td>
</tr>
<tr>
<td>UnitedQA-E (Cheng et al., 2021b)</td>
<td>330M</td>
<td>51.8</td>
</tr>
<tr>
<td>FiD-KD (Izacard and Grave, 2020)</td>
<td>770M</td>
<td>54.4</td>
</tr>
<tr>
<td>EMDR² (Singh et al., 2021)</td>
<td>440M</td>
<td>52.5</td>
</tr>
<tr>
<td>YONO (Lee et al., 2021)</td>
<td>440M</td>
<td>53.2</td>
</tr>
<tr>
<td>UnitedQA (Cheng et al., 2021b)</td>
<td>1.87B</td>
<td>54.7</td>
</tr>
<tr>
<td>R2-D2 (Fajcik et al., 2021)</td>
<td>1.29B</td>
<td>55.9</td>
</tr>
<tr>
<td>FiE (Kedia et al., 2022)</td>
<td>330M</td>
<td>58.4</td>
</tr>
<tr>
<td>FiE (ours implementation)</td>
<td>330M</td>
<td>56.3</td>
</tr>
<tr>
<td>COS + FiE</td>
<td>330M</td>
<td>56.4</td>
</tr>
</tbody>
</table>

Table D.2: End-to-end QA Exact Match score on NQ

D.2.3 Inference Details

Zero-shot-evaluation We directly use the single retrieval skill to find the top100 documents and compute the results in Table 6.1.

Supervised and Cross-dataset For NQ, EntityQuestions and SQuAD, the reasoning path has a length of 1, i.e., only single passages. We use both single retrieval and linking skills to find a total of top 1000 passages first, and then reduce the set to top 100 using the reranking skill.

Both HotpotQA and OTT-QA have reasoning paths with max length 2. For OTT-QA, we first find top 100 tables using the single retrieval skill following Ma et al. (2022a). Then we break down tables into rows and use the reranking skill to keep only top 200 rows. Then for each row, expanded query retrieval and linking skills are used to find the second-hop passages, where we keep top 10 passages from every expanded query retrieval and top 1 passage from every linked entity. Finally, we apply the same heuristics, as done in Ma et al. (2022a) to construct the final top 100 evidence chains.

For HotpotQA, single retrieval and linking are used jointly to find the first-hop passages where we keep top 200 passages from single retrieval and top 5 passage from each linked question entity. The combined set is then reranked to keep the top 30 first-hop passages. Then expanded query retrieval and passage entity linking are applied to these 30 passages, where we keep top 50 passages from expanded query retrieval and top 2 passages from every linked passage entity. Next, another round of reranking is performed on the newly collected passages and then we sort the evidence passage chains based on the final aggregated score and keep top 100 chains. Since all of the baselines on HotpotQA adopt a large passage path reranker, we also trained such a model following Zhu et al. (2021) (discussed in Appendix D.3) to rank the top 100 passage chains to get the top 1 prediction.

The hyperparameters for OTT-QA and HotpotQA inference are selected such that the total number of evidence chains are comparable to previous works (Ma et al., 2022a; Xiong et al., 2020b).
Table D.3: End-to-end QA results on Hotpot-QA.

### D.3 Question Answering Results

#### D.3.1 Training Details

We follow descriptions in Kedia et al. (2022) for re-implementation of FiE model and the model is initialized from Electra-large (Clark et al., 2020). For NQ, we train the model for 5,000 steps with the effective batch size of 64, the learning rate of 5e-5, the layer-wise learning rate decay of 0.9, the max answer length of 15, the max question length of 28, the max sequence length of 250, and 10 global tokens. Note that although Kedia et al. (2022) reports that training with 15,000 steps leads to better performance, we actually found it to be the same as 5,000 steps. Thus we train with fewer steps to save computation. For OTT-QA, we used the same set-up of hyperparameters except that the max sequence length is changed to 500.

For HotpotQA path reranker and reader, we prepare the input sequence as follows: "$[\text{CLS}]Q[\text{SEP}]\text{yes no}[\text{P}]P1[\text{P}]P2[\text{SEP}]\$", where $[\text{P}]$ is a special token to denotes the start of a passage. Then the input sequence is encoded by the model and we extract passage start tokens representations $p_1, ... p_m$ and averaged sentence embeddings for every sentence in the input $s_1, ... s_n$ to represent passages and sentences respectively. The path reranker is trained with three objectives: passage ranking, supporting sentence prediction and answer span extraction, as we found the latter two objectives also aid the passage ranking training. For answer extraction, the model is trained to predict the start and end token indices as commonly done in recent literature (Xiong et al., 2020b; Zhu et al., 2021). For both passage ranking and supporting sentence prediction, the model is trained with the ListMLE loss (Xia et al., 2008). In particular, every positive passage in the sequence is assigned a label of 1, and every negative passage is assigned 0. To learn a dynamic threshold, we also use the $[\text{CLS}]$ token $p_0$ to represent a pseudo passage and assign a label of 0.5. Finally, the
loss is computed as follows:

\[ L_p = -\sum_{i=0}^{m} \log \frac{\exp(p_iW_p)}{\sum_{p' \in \mathcal{P} \cup \{p_i\}} \exp(p'W_{p'})} \]  

(D.4)

where \( \mathcal{P} \) contains all passages representations that have labels smaller than \( p_i \). \( W_p \in \mathbb{R}^d \) are learnable weights and \( d \) is the hidden size. In other words, the model learns to assign scores such that positive passages > thresholds > negative passages. The supporting sentence prediction is also trained using Equation D.4. Overall, use the following loss weighting:

\[ L_{\text{path}} = L_p + L_a + 0.5 \times L_s \]  

(D.5)

where \( L_a \) is the answer extraction loss and \( L_s \) is the supporting sentence prediction loss.

During training, we sample 0-2 positive passages and 0-2 negative passages from the top 100 chains returned by \( \text{COS} \), and the model encodes at most 3 passages, i.e., the passage chain structure is not preserved and the passages are sampled independently. We train the model for 20,000 steps with the batch size of 128, the learning rate of 5e-5, the layer-wise learning rate decay of 0.9, the max answer length of 30, the max question length of 64, and the max sequence length of 512. For inference, the model ranks top 100 passage chains with structure preserved. We sum the scores of the two passages in every chain and subtract the dynamic threshold score and sort the chains based on this final score.

Next, we train a reader model that only learns answer extraction and supporting sentence prediction. We only train the model using the two gold passages with the following loss weighting.

\[ L_{\text{reader}} = L_a + 0.5 \times L_s \]  

(D.6)

The model uses the same set of hyperparameters as the path reranker except that the batch size is reduced to 32. At inference time, the model directly read the top 1 prediction returned by the path reranker. Both models here are initialized from Electra-large.

### D.3.2 Results

The NQ results are presented in Table D.2. Overall, our model achieves a similar performance as our own FiE baseline. FiE baseline uses the reader data released by the FiD-KD model, which has an R100 of 89.3 (vs 90.2 of \( \text{COS} \)). Considering that the gap between our method and FiD-KD model’s top 100 retrieval recall is relatively small, this result is not surprising.

The HotpotQA results are shown in Table D.3. Overall our results are similar to previous SOTA methods on the dev set. At the time of the paper submission, we have not got the test set results on the leaderboard.

We adopted DPR evaluation scripts \(^1\) for all the retrieval evaluations and MDR evaluation scripts \(^2\) for all the reader evaluations.

---

\(^1\) https://github.com/facebookresearch/DPR
\(^2\) https://github.com/facebookresearch/multihop_dense_retrieval
D.4 Computation

Our COS has 182M parameters. For COS pretraining, we use 32 V100-32GB GPUs, which takes about 3 days. For COS fine-tuning, we used 16 V100-32GB GPUs which takes about 2 days. Our reader model FiE has 330M parameters. We used 16 V100-32GB GPUs for training which takes about 1.5 days. For HotpotQA, both the path reranker and the reader have 330M parameters. We used 16 V100-32GB GPUs for training, the path reranker takes about 12 hours and the reader takes about 4 hours to train. We train all of our models once due to the large computation cost.

D.5 Licenses

We list the License of the software and data used in this paper below:

- DPR: CC-BY-NC 4.0 License
- MDR: CC-BY-NC 4.0 License
- Contriever: CC-BY-NC 4.0 License
- BLINK: MIT License
- NQ: CC-BY-SA 3.0 License
- HotpotQA: CC-BY-NC 4.0 License
- OTT-QA: MIT License
- EntityQuestions: MIT License
- SQuAD: CC-BY-SA 4.0 License
- WebQuestions: CC-BY 4.0 License