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Abstract

The power of joint learning in multiple tasks arises from the transfer of relevant knowledge across said tasks, especially from information-rich tasks to information-poor ones. Lifelong learning, on the other hand, provides an efficient way to learn new tasks faster by utilizing the knowledge learned from the previous tasks and prevent catastrophic forgetting or significantly degrading performance on the old tasks. Despite several advantages on learning from related tasks, it poses considerable challenges in terms of effectiveness by minimizing prediction errors for all tasks and overall computational tractability for real-time performance, especially when the number of tasks is large. In contrast, human beings seem natural in accumulating and retaining the knowledge from the past and leverage this knowledge to acquire new skills and solve new problems efficiently. We consider two key challenges in multitask and lifelong learning:

1. Sequential data: In many real-world applications such as optimizing financial trading, email prioritization, personalized news, and spam filtering, etc., data arrive sequentially. In such cases, we need to make predictions and update the per-task models in an efficient real-time manner when a new observation or task is available.

2. Scalability: Most existing algorithms for multitask learning cannot scale to very large dataset especially when the number of tasks is large. The computational complexity arises due to the difficulty in learning the shared knowledge from all the tasks.

Together, these two challenges may hinder the practical application of multitask learning to several real-world problems. In this thesis, we propose simple and efficient algorithms for learning from related tasks to address the aforementioned challenges. We present algorithms that feature probabilistic interpretation, efficient updating rules and flexible modulation on whether learners focus on their specific task or on jointly address all tasks. We develop a novel approach to active learning for sequential problems that first determines if the learner can acquire a label from its peers. If so, it saves the query for later use in more difficult cases, and if not it queries the human. We define a new machine learning paradigm based on a curriculum defined dynamically by the learner (“self-paced”) instead of a fixed curriculum set a-priori by a teacher. The primary focus of this thesis is to scale the multitask and lifelong learning to practical applications where both the tasks and/or the examples of the tasks arrive in an online fashion.
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Chapter 1

Introduction

Multitask methods leverage the relationships between tasks to jointly build a better model for each task. By exploiting the latent structure on task-relatedness, it introduces inductive bias in joint learning of multiple related tasks thereby improve generalization and prevent overfitting. Most existing work in multitask learning focuses on how to take advantage of these task relationships, either to share data directly [31] or to learn model parameters via cross-task regularization techniques [9, 115, 121]. In a broad sense, there are two settings to learn these task relationships 1) batch learning, in which an entire training set is available to the learner 2) online learning, in which the learner sees the data in a sequential fashion. In recent years, online multitask learning has attracted extensive research attention [1, 25, 35, 73, 97].

Unlike in the traditional multitask learning, where the tasks are presented simultaneously and an entire training set is available to the learner ([21]), in lifelong learning the tasks arrive sequentially ([107]). In this thesis, we are interested in a continuous lifelong learning setting in which one or both the tasks and the examples of the tasks arrive in an online fashion, without any predetermined order. Although the objectives of both online multitask learning and lifelong learning are similar, one of the main key differences is that the online multitask learning, unlike in the lifelong learning, may require that the number of tasks is specified beforehand.

There are many useful application areas for multitask and lifelong learning, including optimizing financial trading, email prioritization, personalized news, and spam filtering. Consider the latter, where some spam is universal to all users (e.g. financial scams), some messages might be useful to certain affinity groups, but spam to most others (e.g. announcements of meditation classes or other special interest activities), and some may depend on evolving user interests. In spam filtering each user is a task, and shared interests and dis-interests formulate the transfer of information between the tasks. If we can learn the underlying task relations as well as improving models from specific spam/not-spam decisions, we can perform mass customization of spam filtering, borrowing from spam/not-spam feedback from users with similar preferences.

1.1 Related Topics

In this section, we consider the topics closely related to this thesis. We briefly introduce the concepts here and explain them as when needed.
1.1.1 Multitask Learning

Multitask learning leverage the relationships between tasks to jointly build a better model for each task. Most existing work in multitask learning focuses on how to take advantage of these task relationships, either to share data directly [31] or to learn model parameters via cross-task regularization techniques [9, 115, 121]. In a broad sense, there are two settings to learn these task relationships: 1) batch learning, in which an entire training set is available to the learner 2) online learning, in which the learner sees the data in a sequential fashion. In recent years, online multitask learning has attracted extensive research attention [1, 25, 35, 73, 97]. Most of our work in this thesis focuses on online multitask learning. We briefly introduce the problem setup under consideration in the next section.

1.1.2 Lifelong Learning

Lifelong learning, inspired by established human learning principles, works by accumulating and retaining the knowledge from the past and leverages this knowledge to acquire new skills and solve new problems efficiently. It poses considerable challenges in terms of effectiveness (minimizing prediction errors for all tasks) and overall computational tractability for real-time performance. A lifelong learning agent must provide an efficient way to learn new tasks faster by utilizing the knowledge learned from the previous tasks and also not forgetting or significantly degrading performance on the old tasks. The goal of a lifelong learner is to minimize errors as compared to the full ideal hindsight learner, which has access to all the training data and no bounds on memory or computation.

1.1.3 Transfer Learning

Multitask and lifelong learning have been studied in part under a related research topic, transfer learning [16] under different assumptions. There are several key differences between those methods and multitask learning: i) While transfer learning tries to find a single hypothesis that works well for the target data with the assistance of one or more source tasks, multitask learning finds a hypothesis for each task by adaptively leveraging related tasks. ii) It is a typical assumption in transfer learning that the source tasks are label-rich and the target tasks are label-scarce. However, multitask learning assumes the scenario where there is a large number of tasks with very few examples available for each task.

1.2 Problem Setup

We are given \( K \) tasks where the \( j^{th} \) task is associated with \( N_j \) training examples. For brevity we consider a binary classification problem in this thesis for each task, but the methods generalize to multi-class and are also applicable to regression tasks. We denote by \([N]\) the consecutive integers ranging from 1 to \( N \). Let \( \{(x_j^{(i)}, y_j^{(i)})\}_{i=1}^{N_j} \) and \( L_j(w) = \frac{1}{N_j} \sum_{i \in [N_j]} (1 - y_j^{(i)} \langle x_j^{(i)}, w \rangle)_{+} \) be the training set and batch empirical loss for task \( j \), respectively, where \((z)_{+} = \max(0, z)\), \( x_j^{(i)} \in \mathbb{R}^d \) is the \( i^{th} \) instance from the \( j^{th} \) task and \( y_j^{(i)} \) is its corresponding true label. When the notation is
clear from the context, we drop the index \( k \) and write \((x^{(i)}, k), y^{(i)})\). The general form of the objective function for multitask learning is given by:

\[
\{\hat{w}_k\}_{k \in [K]} = \arg \min_{\{w_k\}_{k \in [K]}} \sum_{j \in [K]} L_j(w_j) + \mathcal{R}(\{w_k\}_{k \in [K]})
\]  

(1.1)

where \( \mathcal{R}(\cdot) \) is the regularization term on the model parameters, associated with a regularization parameter and \( w_k \) is the model parameter for the \( k \)-th task.

Now, we extend our batch multitask formulation to the online setting. The online multitask setting starts with a learner at each round \( t \). The learner of the \( k \)-th task receives a training instance \( x^{(t)}_k \), makes a prediction \( \langle x^{(t)}_k, w^{(t)}_k \rangle \) and suffers a loss after \( y^{(t)} \) is revealed. This sequence is repeated over the entire data, simulating a data stream. Let \( \{w^*_k\}_{k \in [K]} \) be any set of arbitrary vectors where \( w^*_k \in \mathbb{R}^d \). The hinge loss on the individual example \((x^{(t)}_k, y^{(t)})\) is given by \( \ell^{(t)*}_{kk} = (1 - y^{(t)} \langle x^{(t)}_k, w^*_k \rangle)_+ \), with an inter-task loss given by \( \ell^{(t)*}_{km} = (1 - y^{(t)} \langle x^{(t)}_k, w^*_m \rangle)_+ \).

Similarly, we define hinge losses \( \ell^{(t)}_{kk} \) and \( \ell^{(t)}_{km} \) for the linear predictors \( \{w^{(t)}_k\}_{k \in [K]} \) learned at round \( t \).

Based on the application at hand, there are two common settings in online multitask learning:

1) In the first setting, all tasks will be performed simultaneously by receiving \( K \) examples for \( K \) tasks at each round \( t \). 2) In the second setting, the learner receives a single example from a task (along with a task identifier) and predicts it’s output label. Following the prediction, the learner either receives the true label automatically or request an oracle for true label thereby incurring a cost. The learner then updates the model(s) as necessary. The goal of an online multitask learner in this setting is to minimize errors attempting to reach the performance of the full hindsight learner and optionally, reduce the total number of queries issued to the oracle. The cumulative regret for the online multitask learning algorithm can be given as follows:

\[
R_k = \sum_{t \in [T]} \left( \ell^{(t)}_{kk} - \ell^{(t)*}_{kk} \right), \forall k \in [K]
\]  

(1.2)

### 1.3 Thesis Overview

1. **Online Multitask Learning** *(NIPS’16 [80])* In chapter 2, we address the challenge of jointly learning both the per-task model parameters and the inter-task relationships in a multitask online learning setting. The proposed algorithm features probabilistic interpretation, efficient updating rules and flexible modulation on whether learners focus on their specific task or on jointly address all tasks. We also prove a sub-linear regret bound as compared to the best linear predictor in hindsight. Experiments over three multitask learning benchmark datasets show an advantageous performance of the proposed approach over several state-of-the-art online multitask learning baselines. We extend our learning setting to multiple kernel learning where each task is associated with multiple kernels and propose a two-stage learning approach to learn the model parameters, optimal kernel weights and the task relationship efficiently *(SDM’17 [77])*.

2. **Learning from Peers** *(NIPS’17 [76])* In chapter 3, we address the challenge of learning from peers in an online multitask setting. Instead of always requesting a label from a human
oracle, the proposed method first determines if the learner for each task can acquire that label with sufficient confidence from its peers either as a task-similarity weighted sum or from the single most similar task. If so, it saves the oracle query for later use in more difficult cases, and if not it queries the human oracle. This chapter develops the new algorithm to exhibit this behavior and proves a theoretical mistake bound for the method compared to the best linear predictor in hindsight. Experiments over three multitask learning benchmark datasets show clearly superior performance over baselines such as assuming task independence, learning only from the oracle and not learning from peer tasks.

3. **Self-paced Multitask Learning** (*IJCAI’17 [78]*) In chapter 4, we introduce self-paced task selection to multitask learning, where instances from more closely related tasks are selected in a progression of easier-to-harder tasks, to emulate an effective human education strategy but applied to lifelong machine learning. We develop the mathematical foundation for the approach based on an iterative selection of the most appropriate task, learning the task parameters, and updating the shared knowledge, optimizing a new bi-convex loss function. This proposed method allows us to use some of the existing multitask learning formulations to lifelong learning setting. Results show that in each of the above formulations self-paced (easier-to-harder) task selection outperforms the baseline version of these methods in all the experiments.

4. **Efficient Co-Clustering for Multitask and Lifelong Learning** (*Arxiv’18 [81]*) In chapter 4, we propose a co-clustering approach to multitask and lifelong learning. We provide a flexible way to cluster both the features and the tasks using the shared feature representation. In addition, our proposed models learn both the task relationship matrix and the feature relationship matrix along with the co-clustering of both the tasks and the features. We introduce an additional degree of freedom that allows the number of task clusters to differ from the number of features clusters. A key challenge in factoring with the extra degree of freedom is optimizing the resulting objective function. We propose an efficient algorithm that scales well to large-scale multitask learning and utilizes the structure of the objective function to learn the factorized task parameters. We develop a highly scalable and efficient learning algorithm using conjugate gradient descent and generalized Sylvester equations. Extensive empirical analysis on both synthetic and real datasets show that the proposed method outperforms the other state-of-the-art multitask baselines.

5. **Lifelong Learning** (*Arxiv’18*) A lifelong learning agent must provide an efficient way to learn new tasks faster by utilizing the knowledge learned from the previous tasks and also not forgetting or significantly degrading performance on the old tasks. The chapter 4 addresses continuous lifelong multitask learning by jointly re-estimating the inter-task relations (output kernel) and the per-task model parameters at each round, assuming data arrives in a streaming fashion. A new algorithm called *Online Output Kernel Learning Algorithm* (OOKLA) for lifelong learning setting is proposed. To avoid the memory explosion, a robust budget-limited version of the proposed algorithm is introduced, which efficiently utilizes the relationships between the tasks to bound the total number of representative examples in the support set. In addition, a two-stage budgeted scheme for efficiently tackling the task-specific budget constraints in lifelong learning is proposed. Empirical results over three datasets indicate superior AUC performance for OOKLA and its budget-limited cousins.
over strong baselines.

1.4 Thesis Statement

In this thesis, we explore efficient methods to learn the task structure in online multitask learning problems. We discover the latent structure (relationships) among the multiple related tasks adaptively from the streaming data. We exploit this structure to learn from these related tasks and yield a stronger model in online and lifelong multitask learning problems.
Chapter 2

Online Multitask Learning

In online learning, the learner sees the data in a sequential fashion. The key challenge in online
learning of multiple tasks with a large number of tasks is to adaptively learn the model parameters
and the task relationships, which potentially change over time. Without manageable efficient
updates at each round, learning the task relationship matrix automatically may impose a severe
computational burden. In this chapter, we address these concerns in order to make predictions and
update the models in an efficient real-time manner.

We propose an online learning framework that efficiently learns multiple related tasks by
estimating the task relationship matrix from the data, along with the model parameters for each
task. Unlike in the previous works, we learn the model for each task by sharing data from related
task directly [80]. Our model provides a natural way to specify the trade-off between learning the
hypothesis from each task’s own (possibly quite limited) data and data from multiple related tasks.
Later in this chapter, we extend our learning setting to multiple kernel learning where each task is
associated with multiple kernels and propose a two-stage learning approach to learn the model
parameters, optimal kernel weights and the task relationship efficiently [77].

2.1 Smooth Multitask Learning

The power of joint learning in multiple tasks arises from the transfer of relevant knowledge
across said tasks, especially from information-rich tasks to information-poor ones. Instead of
learning individual models, multitask methods leverage the relationships between tasks to jointly
build a better model for each task. Most existing work in multitask learning focuses on how to
take advantage of these task relationships, either to share data directly [31] or to learn model
parameters via cross-task regularization techniques [9, 115, 121]. In a broad sense, there are
two settings to learn these task relationships 1) batch learning, in which an entire training set is
available to the learner 2) online learning, in which the learner sees the data in a sequential fashion.
In this chapter, we consider the online learning approaches to multitask problems. In recent years,
online multitask learning has attracted extensive research attention due to its practical applications
[1, 25, 35, 73, 97].

Following the online setting, particularly from [35, 73], at each round $t$, the learner receives a
set of $K$ observations from $K$ tasks and predicts the output label for each of these observations.
Subsequently, the learner receives the true labels and updates the model(s) as necessary. This sequence is repeated over the entire data, simulating a data stream. Our approach follows an error-driven update rule in which the model for a given task is updated only when the prediction for that task is in error. The goal of an online learner is to minimize errors compared to the full hindsight learner. The key challenge in online learning with large number of tasks is to adaptively learn the model parameters and the task relationships, which potentially change over time. Without manageable efficient updates at each round, learning the task relationship matrix automatically may impose a severe computational burden. In other words, we need to make predictions and update the models in an efficient real time manner.

We propose an online learning framework that efficiently learns multiple related tasks by estimating the task relationship matrix from the data, along with the model parameters for each task. We learn the model for each task by sharing data from related task directly. Our model provides a natural way to specify the trade-off between learning the hypothesis from each task’s own (possibly quite limited) data and data from multiple related tasks. We propose an iterative algorithm to learn the task parameters and the task-relationship matrix alternatively. We first describe our proposed approach under a batch setting and then extend it to the online learning paradigm. In addition, we provide a theoretical analysis for our online algorithm and show that it can achieve a sub-linear regret compared to the best linear predictor in hindsight. We evaluate our model with several state-of-the-art online learning algorithms for multiple tasks.

There are many useful application areas for online multitask learning, including optimizing financial trading, email prioritization, personalized news, and spam filtering. Consider the latter, where some spam is universal to all users (e.g. financial scams), some messages might be useful to certain affinity groups, but spam to most others (e.g. announcements of meditation classes or other special interest activities), and some may depend on evolving user interests. In spam filtering each user is a task, and shared interests and dis-interests formulate the inter-task relationship matrix. If we can learn the matrix as well as improving models from specific spam/not-spam decisions, we can perform mass customization of spam filtering, borrowing from spam/not-spam feedback from users with similar preferences.

2.1.1 Related Work

While there is considerable literature in online multitask learning, many crucial aspects remain largely unexplored. Most existing work in online multitask learning focuses on how to take advantage of task relationships. To achieve this, Lugosi et al. [73] imposed a hard constraint on the $K$ simultaneous actions taken by the learner in the expert setting. Agarwal et al. [3] used matrix regularization, and Dekel et al. [35] proposed a global loss function, as an absolute norm, to tie together the loss values of the individual tasks. Different from existing online multitask learning models, we propose an intuitive and efficient way to learn the task relationship matrix automatically from the data, and to explicitly take into account the learned relationships during model updates.

Cavallanti et al. [25] assumes that task relationships are available a priori. Kshirsagar et al. [61] does the same but in a more adaptive manner. However such task-relation prior knowledge is either unavailable or infeasible to obtain for many applications especially when the number of tasks $K$ is large [113] and/or when the manual annotation of task relationships is expensive
Saha et al. [97] formulated the learning of task relationship matrix as a Bregman-divergence minimization problem w.r.t. positive definite matrices. The model suffers from high computational complexity as semi-definite programming is required when updating the task relationship matrix at each online round. We show that with a different formulation, we can obtain a similar but much cheaper updating rule for learning the inter-task weights.

Multitask learning has been studied in part under a related research topic, Domain Adaptation (DA) [16] under different assumptions. There are several key differences between those methods and ours: i) While DA tries to find a single hypothesis that works well for both the source and the target data, this work finds a hypothesis for each task by adaptively leveraging related tasks. ii) It is a typical assumption in DA that the source domains are label-rich and the target domains are label-scarce. However, we are more interested in the scenario where there is a large number of tasks with very few examples available for each task. iii) DA uses predefined uniform weights or weights induced from VC-convergence theory during training, while our method allows cross-task weights to dynamically evolve in an adaptive manner.

The most related work to ours is Shared Hypothesis model (SHAMO) from Crammer and Mansour [31], where the key idea is to use a K-means-like procedure that simultaneously clusters different tasks and learns a small pool of \( m \ll K \) shared hypotheses. Specifically, each task is free to choose a hypothesis from the pool that better classifies its own data, and each hypothesis is learned from pooling together all the training data that belongs to the same cluster. A similar idea was explored by Abernathy et al. [1] under expert settings.

2.1.2 Setup

Suppose we are given \( K \) tasks where the \( j^{th} \) task is associated with \( N_j \) training examples. For brevity we consider a binary classification problem for each task, but the methods generalize to multi-class and are also applicable to regression tasks. We denote by \([N]\) the consecutive integers ranging from 1 to \( N \). Let \( \{(x_j^{(i)},y_j^{(i)})\}_{i=1}^{N_j} \) and \( L_j(w) = \frac{1}{N_j} \sum_{i\in[N_j]} (1 - y_j^{(i)} \langle x_j^{(i)}, w \rangle)_+ \) be the training set and batch empirical loss for task \( j \), respectively, where \((z)_+ = \max(0, z)\), \( x_j^{(i)} \in \mathbb{R}^d \) is the \( i^{th} \) instance from the \( j^{th} \) task and \( y_j^{(i)} \) is its corresponding true label.

We start from the motivation of our formulation in Section 2.1.2, based on which we first propose a batch formulation in Section 2.1.3. Then, we extend the method to the online setting in Section 2.1.4.

Motivation

Learning tasks may be addressed independently via \( w_k^* = \arg\min_{w_k} L_k(w_k), \forall k \in [K] \). However, when each task has limited training data, it is often beneficial to allow information sharing among the tasks, which can be achieved via the following optimization:

\[
    w_k^* = \arg\min_{w_k} \sum_{j \in [K]} \eta_{kj} L_j(w_k) \quad \forall k \in [K] \tag{2.1}
\]

Beyond each task \( k \), optimization (2.1) encourages hypothesis \( w_k^* \) to do well on the remaining \( K - 1 \) tasks thus allowing tasks to borrow information from each other. In the extreme case where
the $K$ tasks have an identical data distribution, optimization (2.1) amounts to using $\sum_{j \in [K]} N_j$ examples for training as compared to $N_k$ in independent learning.

The weight matrix $\eta$ is in essence a task relationship matrix, and a prior may be manually specified according to domain knowledge about the tasks. For instance, $\eta_{kj}$ would typically be set to a large value if tasks $k$ and $j$ share similar nature. If $\eta = I$, (2.1) reduces to learning tasks independently. It is clear that manual specification of $\eta$ is feasible only when $K$ is small. Moreover, tasks may be statistically correlated even if a domain expert is unavailable to identify an explicit relation, or if the effort required is too great. Hence, it is often desirable to automatically estimate the optimal $\eta$ adapted to the inter-task problem structure.

We propose to learn $\eta$ in a data-driven manner. For the $k^{th}$ task, we optimize

$$w_k^*, \eta_k^* = \arg\min_{w_k, \eta_k \in \Theta} \sum_{j \in [K]} \eta_{kj} L_j(w_k) + \lambda r(\eta_k)$$

where $\Theta$ defines the feasible domain of $\eta_k$, and regularizer $r$ prevents degenerate cases, e.g., where $\eta_k$ becomes an all-zero vector. Optimization (2.2) shares the same underlying insight with Self-Paced Learning (SPL) [55, 65] where the algorithm automatically learns the weights over data points during training. However, the process and scope in the two methods differ fundamentally: SPL minimizes the weighted loss over datapoints within a single domain, while optimization (2.2) minimizes the weighted loss over multiple tasks across possibly heterogeneous domains.

A common choice of $\Theta$ and $r(\eta_k)$ in SPL is $\Theta = [0, 1]^K$ and $r(\eta_k) = -\|\eta_k\|_1$. There are several drawbacks of naively applying this type of settings to the multitask scenario: (i) Lack of focus: there is no guarantee that the $k^{th}$ learner will put more focus on the $k^{th}$ task itself. When task $k$ is intrinsically difficult, $\eta_{kk}^*$ could simply be set near zero and $w_k^*$ becomes almost independent of the $k^{th}$ task. (ii) Weak interpretability, the learned $\eta_k^*$ may not be interpretable as it is not directly tied to any physical meanings (iii) Lack of worst-case guarantee in the online setting. All those issues will be addressed by our proposed model in the following.

### 2.1.3 Batch Formulation

We parametrize the aforementioned task relationship matrix $\eta \in \mathbb{R}^{K \times K}$ as follows:

$$\eta = \alpha I_K + (1 - \alpha) P$$

where $I_K \in \mathbb{R}^{K \times K}$ is an identity matrix, $P \in \mathbb{R}^{K \times K}$ is a row-stochastic matrix and $\alpha$ is a scalar in $[0, 1]$. Task relationship matrix $\eta$ defined as above has the following interpretations:

1. **Concentration Factor** $\alpha$ quantifies the learners’ “concentration” on their own tasks. Setting $\alpha = 1$ amounts to independent learning. We will see from the forthcoming Theorem 1 how to specify $\alpha$ to ensure the optimality of the online regret bound.

2. **Smoothed Attention Matrix** $P$ quantifies to which degree the learners are attentive to all tasks. Specifically, define the $k^{th}$ row of $P$, namely $p_k \in \Delta^{K-1}$, as a probability distribution over all tasks where $\Delta^{K-1}$ denotes the probability simplex. Our goal of learning a data-adaptive $\eta$ now becomes learning a data-adaptive attention matrix $P$. 
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Algorithm 1: Batch Algorithm (SMTL-e)

\begin{algorithm}
\begin{algorithmic}
\While{not converge}
\For{$k \in [K]$}
\State $w^{(t)}_k \leftarrow \arg\min_{w_k} \alpha L_k(w_k) + (1 - \alpha) \sum_{j \in [K]} p_{kj}^{(t)} L_j(w_k)$;
\EndFor
\For{$j \in [K]$}
\State $p_{kj}^{(t+1)} \leftarrow \frac{e^{-\frac{1 - \alpha}{\lambda} L_j(w^{(t)}_k)}}{\sum_{j' = 1}^{K} e^{-\frac{1 - \alpha}{\lambda} L_{j'}(w^{(t)}_k)}}$;
\EndFor
\State $t \leftarrow t + 1$;
\EndWhile
\end{algorithmic}
\end{algorithm}

Common choices about $\eta$ in several existing algorithms are special cases of (2.3). For instance, domain adaptation assumes $\alpha = 0$ and a fixed row-stochastic matrix $P$; in multitask learning, we obtain the effective heuristics of specifying $\eta$ by Cavallanti et al. [25] when $\alpha = \frac{1}{1 + K}$ and $P = \frac{1}{K} 1^\top 1$. When there are $m \ll K$ unique distributions $p_k$, then the problem reduces to SHAMO model [31].

Equation (2.3) implies the task relationship matrix $\eta$ is also row-stochastic, where we always reserve probability $\alpha$ for the $k$th task itself as $\eta_{kk} \geq \alpha$. For each learner, the presence of $\alpha$ entails a trade-off between learning from other tasks and concentrating on its own task. Note that we do not require $P$ to be symmetric due to the asymmetric nature of information transferability—while classifiers trained on a resource-rich task can be well transferred to a resource-scarce task, the inverse is not usually true. Motivated by the above discussion, our batch formulation instantiates (2.2) as follows

$$w_k^*, p_k^* = \arg\min_{w_k, p_k \in \Delta^{K - 1}} \sum_{j \in [K]} \eta_{kj}(p_k) L_j(w_k) - \lambda \mathcal{H}(p_k)$$  \hspace{1cm} (2.4)

$$= \arg\min_{w_k, p_k \in \Delta^{K - 1}} \mathbb{E}_{j \sim \text{Multinomial}(p_k)} L_j(w_k) - \lambda \mathcal{H}(p_k)$$  \hspace{1cm} (2.5)

where $\mathcal{H}(p_k) = -\sum_{j \in [K]} p_{kj} \log p_{kj}$ denotes the entropy of distribution $p_k$. Optimization (2.4) can be viewed as to balance between minimizing the cross-task loss with mixture weights $\eta_k$ and maximizing the smoothness of cross-task attentions. The max-entropy regularization favours a uniform attention over all tasks and leads to analytical updating rules for $p_k$ (and $\eta_k$).

The pseudo-code is in Algorithm 1. Optimization (2.4) is biconvex over $w_k$ and $p_k$. With $p_k^{(t)}$ fixed, solution for $w_k$ can be obtained using off-the-shelf solvers. With $w_k^{(t)}$ fixed, solution for $p_k$ is given in closed-form:

$$p_{kj}^{(t+1)} = \frac{e^{-\frac{1 - \alpha}{\lambda} L_j(w_k^{(t)})}}{\sum_{j' = 1}^{K} e^{-\frac{1 - \alpha}{\lambda} L_{j'}(w_k^{(t)})}} \quad \forall j \in [K]$$  \hspace{1cm} (2.6)

The exponential updating rule in (2.6) has an intuitive interpretation. That is, our algorithm attempts to use hypothesis $w_k^{(t)}$ obtained from the $k$th task to classify training examples in all other
In this section, we extend our batch formulation to the online setting. We assume that all tasks will be performed at each round, though the assumption can be relaxed with some added complexity to the method. At time $t$, the $k^{th}$ task receives a training instance $x_k(t)$, makes a prediction $\langle x_k(t), w_k(t) \rangle$ and suffers a loss after $y(t)$ is revealed. Our algorithm follows a error-driven update rule in which the model is updated only when a task makes a mistake.

Let $\ell_{kj}(w) = 1 - y_j(t) \langle x_j(t), w(t) \rangle$ if $y_j(t) \langle x_j(t), w(t) \rangle < 1$ and $\ell_{kj}(w) = 0$ otherwise. For brevity, we introduce shorthands $\ell_{kj}(t) = \ell_{kj}(w(t))$ and $\eta_{kj}(t) = \eta_{kj}(p_k(t))$.

For the $k^{th}$ task we consider the following optimization problem at each time:

$$w_k(t+1), p_k(t+1) = \arg\min_{w_k, p_k \in \Delta^{K-1}} C \sum_{j \in [K]} \eta_{kj}(p_k) \ell_{kj}(t)(w_k) + \|w_k - w_k(t)\|^2 + \lambda D_{\text{KL}}(p_k\|p_k(t))$$ (2.7)

where $\sum_{j \in [K]} \eta_{kj}(p_k) \ell_{kj}(t)(w_k) = \mathbb{E}_{j \sim \text{multi}(\eta_k(p_k))} \ell_{kj}(t)(w_k)$, and $D_{\text{KL}}(p_k\|p_k(t))$ denotes the Kullback–Leibler (KL) divergence between current and previous soft-attention distributions. The presence of last two terms in (2.7) allows the model parameters to evolve smoothly over time. Optimization (2.7) is naturally analogous to the batch optimization (2.4), where the batch loss $L_j(w_k)$ is replaced by its noisy version $\ell_{kj}(t)(w_k)$ at time $t$, and negative entropy $-\mathcal{H}(p_k) = \sum_j p_{kj} \log p_{kj}$ is replaced by $D_{\text{KL}}(p_k\|p_k(t))$ also known as the relative entropy. We will show the above formulation leads to analytical updating rules for both $w_k$ and $p_k$, a desirable property particularly as an online algorithm.

Solution for $w_k(t+1)$ conditioned on $p_k(t)$ is given in closed-form by the proximal operator

$$w_k(t+1) = \text{prox}(w_k(t)) = \arg\min_{w_k} C \sum_{j \in [K]} \eta_{kj}(p_k(t)) \ell_{kj}(t)(w_k) + \|w_k - w_k(t)\|^2$$ (2.8)

$$= w_k(t) + C \sum_{j: y_j(t) \langle x_j(t), w_k(t) \rangle < 1} \eta_{kj}(p_k(t)) y_j(t) x_j(t)$$ (2.9)

Solution for $p_k(t+1)$ conditioned on $w_k(t)$ is also given in closed-form, analogous to mirror descent [82]

$$p_k(t+1) = \arg\min_{p_k \in \Delta^{K-1}} C (1 - \alpha) \sum_{j \in [K]} p_{kj} \ell_{kj}(t) + \lambda D_{\text{KL}}(p_k\|p_k(t))$$ (2.10)

$$\Rightarrow p_k(t+1) = \frac{p_{kj}(t) e^{-C(1-\alpha)\ell_{kj}(t)}}{\sum_{j'} p_{kj'}(t) e^{-C(1-\alpha)\ell_{kj'}(t)}} \quad j \in [K]$$ (2.11)
Theorem 1. \( \forall k \in [K], \) let \( S_k = \{ (x_k^{(t)}, y_k^{(t)}) \}_{t=1}^T \) be a sequence of \( T \) examples for the \( k \)th task where \( x_k^{(t)} \in \mathbb{R}^d, \) \( y_k^{(t)} \in \{-1, +1\} \) and \( \|x_k^{(t)}\|_2 \leq R, \forall t \in [T] \). Let \( C \) be a positive constant and let \( \alpha \) be some predefined parameter in \([0, 1]\). Let \( \{w_k^*\}_{k \in [K]} \) be any arbitrary vectors where \( w_k^* \in \mathbb{R}^d \) and its hinge loss on the examples \( (x_k^{(t)}, y_k^{(t)}) \) and \( (x_j^{(t)}, y_j^{(t)})_{j \neq k} \) are given by \( \ell_{kk}^{(t)} = (1 - y_k^{(t)} \langle x_k^{(t)}, w_k^* \rangle)_+ \) and \( \ell_{kj}^{(t)*} = (1 - y_j^{(t)} \langle x_j^{(t)}, w_k^* \rangle)_+ \), respectively.

If \( \{S_k\}_{k \in [K]} \) is presented to OSMTL algorithm, then \( \forall k \in [K] \) we have

\[
\sum_{t \in [T]} (\ell_{kk}^{(t)} - \ell_{kk}^{(t)*}) \leq \frac{1}{2C\alpha} \|w_k^*\|^2 + \frac{(1 - \alpha)T}{\alpha} \left( \ell_{kk}^{(t)*} + \max_{j \in [K], j \neq k} \ell_{kj}^{(t)*} \right) + \frac{CR^2T}{2\alpha} \tag{2.12}
\]

Notice when \( \alpha \to 1 \), the above reduces to the perceptron mistake bound [98].

Corollary 2. Let \( \alpha = \frac{\sqrt{T}}{1 + \sqrt{T}} \) and \( C = \frac{1 + \sqrt{T}}{T} \) in Theorem 1, we have

\[
\sum_{t \in [T]} (\ell_{kk}^{(t)} - \ell_{kk}^{(t)*}) \leq \sqrt{T} \left( \frac{1}{2} \|w_k^*\|^2 + \ell_{kk}^{(t)*} + \max_{j \in [K], j \neq k} \ell_{kj}^{(t)*} + 2R^2 \right) \tag{2.13}
\]

\(^1\)It is recommended to set \( \alpha \propto \frac{\sqrt{T}}{1 + \sqrt{T}} \) and \( C \propto \frac{1 + \sqrt{T}}{T} \), as suggested by Corollary 2.
Proofs are given in the supplementary. Theorem 1 and Corollary 2 have several implications:

1. Quality of the bound depends on both $\ell^{(t)*}_{kk}$ and the maximum of $\{\ell^{(t)*}_{kj}\}_{j \in [K], j \neq k}$. In other words, the worst-case regret will be lower if the $k^{th}$ true hypothesis $w^*_k$ can well distinguish training examples in both the $k^{th}$ task itself as well as those in all the other tasks.

2. Corollary 2 indicates the difference between the cumulative loss achieved by our algorithm and any fixed hypothesis for task $k$ is bounded by a term growing sub-linearly in $T$.

3. Corollary 2 provides a principled way to set hyperparameters to achieve the sub-linear regret bound. Specifically, recall $\alpha$ quantifies the self-concentration of each task. Therefore, $\alpha = \frac{\sqrt{T}}{1 + \sqrt{T}} \xrightarrow{T \to \infty} 1$ implies for large horizon it would be less necessary to rely on other tasks as available supervision for the task itself is already plenty; $C = \frac{1 + \sqrt{T}}{T} \xrightarrow{T \to \infty} 0$ suggests diminishing learning rate over the horizon length.

### 2.1.6 Experiments

We evaluate the performance of our algorithm under batch and online settings. All reported results in this section are averaged over 30 random runs or permutations of the training data. Unless otherwise specified, all model parameters are chosen via 5-fold cross validation.

**Benchmark Datasets**

We use three datasets for our experiments. Details are given below:

- **Landmine Detection**\(^2\) consists of 19 tasks collected from different landmine fields. Each task is a binary classification problem: landmines (+) or clutter (-) and each example consists of 9 features extracted from radar images with four moment-based features, three correlation-based features, one energy ratio feature and a spatial variance feature. Landmine data is collected from two different terrains: tasks 1-10 are from highly foliated regions and tasks 11-19 are from desert regions, therefore tasks naturally form two clusters. Any hypothesis learned from a task should be able to utilize the information available from other tasks belonging to the same cluster.

- **Spam Detection**\(^3\) We use the dataset obtained from ECML PAKDD 2006 Discovery challenge for the spam detection task. We used the task B challenge dataset which consists of labeled training data from the inboxes of 15 users. We consider each user as a single task and the goal is to build a personalized spam filter for each user. Each task is a binary classification problem: spam (+) or non-spam (-) and each example consists of approximately $150K$ features representing term frequency of the word occurrences. Since some spam is universal to all users (e.g. financial scams), some messages might be useful to certain affinity groups, but spam to most others. Such adaptive behavior of user’s interests and dis-interests can be modeled efficiently by utilizing the data from other users to learn per-user model parameters.

- **Sentiment Analysis**\(^4\) We evaluated our algorithm on product reviews from amazon. The dataset contains product reviews from 24 domains. We consider each domain as a binary classifi-

\(^2\)[http://www.ee.duke.edu/~lcarin/LandmineData.zip]
\(^3\)[http://ecmlpkdd2006.org/challenge.html]
\(^4\)[http://www.cs.jhu.edu/~mdredze/datasets/sentiment]
cation task. Reviews with rating > 3 were labeled positive (+), those with rating < 3 were labeled negative (−), reviews with rating = 3 are discarded as the sentiments were ambiguous and hard to predict. Similar to the previous dataset, each example consists of approximately 350K features representing term frequency of the word occurrences.

We choose 3040 examples (160 training examples per task) for landmine, 1500 emails for spam (100 emails per user inbox) and 2400 reviews for sentiment (100 reviews per domain) for our experiments. Note that we intentionally kept the size of the training data small to drive the need for learning from other tasks, which diminishes as the training sets per task become large. Since all these datasets have a class-imbalance issue (with few (+) examples as compared to (−) examples), we use average Area Under the ROC Curve (AUC) as the performance measure.

Batch Setting

We briefly conduct an experiment on landmine detection dataset for our batch learning to demonstrate the advantages of learning from shared data. We implement two versions of our proposed algorithm with different updates: SMTL-t (SMTL with thresholding updates) where

\[ p_{k_j}^{(t+1)} \propto (\lambda - \ell_{k_j}^{(t)})^5 \]

and SMTL-e (SMTL with exponential updates) as in Algorithm 1. We compare our SMTL* with two standard baseline methods for our batch setting: Independent Task Learning (ITL)—learning a single model for each task and Single Task Learning (STL)—learning a single classification model for pooled data from all the tasks. In addition we compare our models with SHAMO, which is closest in spirit with our proposed models. We select the value for \( \lambda \) and \( \alpha \) for SMTL* and \( M \) for SHAMO using cross validation.

Figure 2.1 (left) shows the average AUC calculated for different training size on landmine. We can see that the baseline results are similar to the ones reported by Xue et al. [115]. Our proposed algorithm (SMTL*) outperforms the other baselines but when we have very few training examples (say 20 per task), the performance of STL improves as it has more examples than the others. Since \( \eta \) depends on the loss incurred on the data from related tasks, this loss-based measure can be unreliable for a small training sample size. To our surprise, SHAMO performs worse than the other models which tells us that assuming two tasks are exactly same (in the sense of hypothesis) may be inappropriate in real-world applications. Figure 2.1 (middle & left) show the task relationship matrix \( \eta \) for SMTL-t and SMTL-e on landmine when the number of training instances is 160 per task.

Online Setting

To evaluate the performance of our algorithm in the online setting, we use all three datasets (landmine, spam and sentiment) and compare our proposed methods to 5 baselines. We implemented two variations of Passive-Aggressive algorithm (PA) [33]. PA-ITL learns independent model for each task and PA-ONE builds a single model for all the tasks. We also implemented the algorithm proposed by Dekel et al. for online multitask learning with shared loss (OSGL) [35]. These three baselines do not exploit the task-relationship or the data from other tasks during model update. Next, we implemented two online multitask learning related to our approach: FOML – initializes

\[ \exp \text{ in (2.6)} \]

Our algorithm and theorem can be easily generalized to other types of updating rules by replacing \( \exp \) in (2.6) with other functions. In latter cases, however, \( \eta \) may no longer have probabilistic interpretations.
Figure 2.1: Average $AUC$ calculated for compared models (left). A visualization of the task relationship matrix in *Landmine* learned by $SMTL-t$ (middle) and $SMTL-e$ (right). The probabilistic formulation of $SMTL-e$ allows it to discover more interesting patterns than $SMTL-t$.

$\eta$ with fixed weights [25], Online Multitask Relationship Learning (OMTRL) [97] – learns a task covariance matrix along with task parameters. We could not find a better way to implement the online version of the SHAMO algorithm, since the number of shared hypotheses or clusters varies over time.

Table 2.1 summarizes the performance of all the above algorithms on the three datasets. In addition to the $AUC$ scores, we report the average total number of support vectors ($nSV$) and the CPU time taken for learning from one instance ($Time$). From the table, it is evident that $OSMTL*$ outperforms all the baselines in terms of both $AUC$ and $nSV$. This is expected for the two default baselines ($PA-ITL$ and $PA-ONE$). We believe that $PA-ONE$ shows better result than $PA-ITL$ in *spam* because the former learns the global information (common spam emails) that is quite dominant in spam detection problem. The update rule for $FOML$ is similar to ours but using fixed weights. The results justify our claim that making the weights adaptive leads to improved performance.

In addition to better results, our algorithm consumes less or comparable CPU time than the baselines which take into account inter-task relationships. Compared to the OMTRL algorithm that recomputes the task covariance matrix every iteration using expensive SVD routines, the adaptive weights in our are updated independently for each task. As specified in [97], we learn the task weight vectors for OMTRL separately as $K$ independent perceptron for the first half of the training data available ($EPOCH=0.5$). OMTRL potentially looses half the data without learning task-relationship matrix as it depends on the quality of the task weight vectors.

It is evident from the table that algorithms which use loss-based update weights $\eta$ ($OSGL$, $OSMTL*$) considerably outperform the ones that do not use it ($FOML, OMTRL$). We believe that loss incurred per instance gives us valuable information for the algorithm to learn from that instance, as well as to evaluate the inter-dependencies among tasks. That said, task relationship information does help by learning from the related tasks’ data, but we demonstrate that combining both the task relationship and the loss information can give us a better algorithm, as is evident from our experiments.

We would like to note that our proposed algorithm $OSMTL*$ does exceptionally better in
sentiment, which has been used as a standard benchmark application for domain adaptation experiments in the existing literature [18]. We believe the advantageous results on sentiment dataset implies that even with relatively few examples, effectively knowledge transfer among the tasks/domains can be achieved by adaptively choosing the (probabilistic) inter-task relationships from the data.

### 2.2 Multitask Multiple Kernel Relationship Learning

There have been two main line of work in multitask learning: First, learn a shared feature representation across all the tasks, leveraging low-dimensional subspaces in the feature space [9, 52, 72, 105]. Second, learn the relationship between the tasks to improve the performance of the related tasks [93, 115, 120, 121]. Pairwise task relationships such as positive task correlation, negative task correlation and task independence provide very useful information for characterizing and transferring information to similar tasks.

Despite the expressive power of these two different research directions, the learning space is restricted to a single kernel (per task), chosen by the user, that corresponds to a $RKHS$ space. Multiple Kernel Learning (MKL), on the other hand, allows the user to specify a family of base kernels related to an application, and to use the training data to automatically learn the optimal combination of these kernels. We learn the weights of the base kernels along with the model parameters in a single joint optimization problem. There is a large body of work in the recent years addressing several aspects of this problem, such as efficient learning of the kernel weights, fast optimization and providing better theoretical guarantees [10, 28, 58, 59, 66, 89, 104].

Recent work in multiple kernel learning in a multitask framework focuses on sharing common representations and assumes that the tasks are all related [53]. The motivation for this approach stems from multitask feature learning that learns joint feature representation shared across multiple

<table>
<thead>
<tr>
<th>Models</th>
<th>Landmine Detection</th>
<th>Spam Detection</th>
<th>Sentiment Analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AUC</td>
<td>nSV</td>
<td>Time (s)</td>
</tr>
<tr>
<td>PA-ONE</td>
<td>0.5473 (0.12)</td>
<td>2902.9 (42.21)</td>
<td>0.01</td>
</tr>
<tr>
<td>PA-ITL</td>
<td>0.5986 (0.04)</td>
<td>618.1 (27.31)</td>
<td>0.01</td>
</tr>
<tr>
<td>OSGL</td>
<td>0.6482 (0.03)</td>
<td>740.8 (42.03)</td>
<td>0.01</td>
</tr>
<tr>
<td>FOML</td>
<td>0.6322 (0.04)</td>
<td>426.5 (36.91)</td>
<td>0.11</td>
</tr>
<tr>
<td>OMTRL</td>
<td>0.6409 (0.05)</td>
<td>432.2 (123.81)</td>
<td>6.9</td>
</tr>
<tr>
<td>OSMTL-t</td>
<td>0.6776 (0.03)</td>
<td>333.6 (40.66)</td>
<td>0.18</td>
</tr>
<tr>
<td>OSMTL-e</td>
<td>0.6404 (0.04)</td>
<td>458 (36.79)</td>
<td>0.19</td>
</tr>
</tbody>
</table>
tasks [9, 105]. Unfortunately, the assumption that all the tasks are related and share a common feature representation is too restrictive for many real-world applications. Similarly, based on previous work [121], one can extend the traditional multitask relationship learning MTRL with multiple task-specific base kernels. There are two main problems with such naive approach: First, the unknown variables (task model parameters, kernel weights and task relationship matrix) are intertwined in the optimization problem, and thus making it difficult to learn for large-scale applications. Furthermore, the task relationship matrix is learned in the original feature space rather than in the kernel spaces. We show in this chapter, that learning the relationship between the kernel spaces empirically performs better than learning the relations among the original feature spaces.

There have been a few attempts to imposing higher-order relationship between kernel spaces using kernel weights. Kloft et al. [59] propose a non-isotropic norm such as $\sqrt{\beta^\top \Sigma^{-1} \beta}$ on kernels weights $\beta$ to induce the relationship between the base kernels in Reproducing Kernel Hilbert Spaces. For example, in neuroimaging, a set of base kernels are derived from several medical imaging modalities such as MRI, PET etc., or image processing methods such as morphometric or anatomical modeling, etc. Since some of the kernel functions share similar parameters such as patient information, disease progression stage, etc., we can expect that these base kernels are correlated based on how they were constructed. Such information can be obtained from medical domain experts as a part of the disease prognosis which then can be used as a prior knowledge $\Sigma$. Previous work either assumes $\Sigma$ as a diagonal matrix or requires prior knowledge from the experts on the interaction of kernels [50, 59]. Unfortunately, such prior knowledge is not easily available in many applications either because it is time-consuming or it is expensive to elicit. [62]. In such applications, we want to induce this relationship matrix from the data along with the kernel weights and model parameters.

In this section, we address these problems with a novel regularization-based approach for multitask multiple kernel learning framework, called multitask multiple kernel relationship learning (MK-MTRL), which models the task relationship matrix from the weights learned from the latent feature spaces of task-specific base kernels. The idea is to automatically infer task relationships in (RKHS) spaces from their base kernels. We first propose an alternating minimization algorithm to learn the model parameters, kernel weights and task relationship matrix. The method uses a wrapper approach which efficiently uses any off-the-shelf SVM solver (or any kernel machine) to learn the task model parameters. However, like previous work, the proposed iterative algorithm suffers from scalability challenges. The run-time complexity of the algorithm increases with the number of tasks and the number of base kernels per task, as it needs these base kernels in memory to learn the kernel weights and the task relationship matrix.

For large-scale applications such as object detection, we introduce a novel two-stage online learning algorithm following the recent work [64] that learns the kernel weights independently from the model parameters. The first stage learns a good combination of base kernels in an online setting and the second stage uses the learned weights to estimate a linear combination of the base kernels, which can be readily used with a standard kernel method such as SVM or kernel ridge regression [29, 34]. We provide strong empirical evidence that learning the task relationship matrix in the RKHS space is beneficial for many applications such as stock market prediction, visual object categorization, etc. On all these applications, our proposed approach outperforms
several state-of-the-art multitask learning baselines. It is worth noting that the proposed multitask multiple kernel relationship learning can be readily applied for heterogeneous and multi-view data with no modification to the proposed framework [49, 119].

The rest of the chapter is organized as follows: we provide a brief overview of multitask multiple kernel learning in the next section. In section 2.2.2, we discuss the proposed model MK-MTRL, followed by our two-stage online learning approach in section 2.2.5. We then show comprehensive evaluations of the proposed model against the six baselines on several benchmark datasets in section 2.2.7.

2.2.1 Preliminaries

Before introducing our approach, we briefly review the multitask multiple kernel learning framework in this section. Suppose there are \( T \) learning tasks available with the training set \( \mathcal{D} = \{(x_{ti}, y_{ti}), i = 1 \ldots N_t, t = 1 \ldots T \} \), where \( x_{ti} \) is the \( i \)th samples from the task \( t \) and it’s corresponding output \( y_{ti} \). Let \( \{K_tk\}_{1 \leq k \leq K} \) be a set of task-specific base kernels, induced by the kernel mapping function \( \phi_k(\cdot) \) on \( t \)th task data. The objective of multitask multiple kernel learning problem is to learn a good linear combination of the task-specific base kernels \( \sum_k \beta_{tk} K_tk, \beta_{tk} \geq 0 \) using the relationship between the tasks.

In addition to the non-negative constraints on \( \beta_{tk} \), we need to impose an additional constraint or penalty to ensure that the units in which the margins are measured are meaningful (assuming that the base kernels are properly normalized). Recent work in MKL employs \( \|\beta\|_2^2 \) to constrain the kernel weights. A direct extension of \( \ell_2 \) regularized MKL to multitask framework is given as follows

\[
\min_{B \geq 0} \min_{W, c, \xi} \sum_{t=1}^{T} \left( \frac{1}{2} \sum_{k=1}^{K} \|W_{tk}\|_{H_k}^2 \beta_{tk} + C \sum_{i=1}^{N_t} \xi_{ti} + \frac{\mu}{2} \|\beta_t\|_2^2 \right)
\]

\[
\text{s.t., } y_{ti} \left( \sum_{k=1}^{K} w_{tk} \phi_k(x_{ti}) + c_t \right) \geq 1 - \xi_{ti}, \ \xi_{ti} \geq 0
\]

Similarly, we can use a general \( \ell_p \) norm constraint with \( p > 1 \) on the kernel weights \( \|\beta\|_2^2 \). This can be thought of as a simple extension of \( \ell_p \)-MKL to multitask setting [58]. Without any additional structural constraints on \( \beta_{tk} \), the kernel weights are learned independently for each task and thus does not efficiently use the relationship between the tasks. Hence, we call the model in equation (2.14) as Independent Multiple Kernel Learning (IMKL).

Jawanpuria and Nath [53] proposed Multitask Multiple Kernel Feature Learning (MK-MTFL), that employs mixed \( (\ell_1, \ell_p) \), \( p \geq 2 \) norm regularizer over the RKHS norm of the feature loadings corresponding to the tasks and the base kernels. The mixed norm regularization promotes a shared feature representations to combine the given set of task-specific base kernels. The \( \ell_p \)-norm regularizer learns the unequal weighting across the tasks, where as, \( \ell_1 \)-norm regularizer over the \( \ell_p \)-norm leads to learning the shared kernel among the tasks.

\[\text{For clarity, we use binary classification tasks to explain the preliminaries and the proposed approach. They can be easily applied to multiclass tasks and also to regression tasks via kernel ridge regression.}\]
The objective function for **MK-MTFL** is given as follows:

\[
\begin{align*}
\min_{W,c,\xi} & \left( \frac{1}{2} \sum_{k=1}^{K} \left( \sum_{t=1}^{T} \|w_{tk}\|_2^p \right)^{\frac{1}{p}} \right)^2 + C \sum_{t=1}^{T} \sum_{i=1}^{N_t} \xi_{ti} \\
\text{s.t.,} & \ y_{ti} \left( \sum_{k=1}^{K} w_{tk}^T \phi_k(x_{ti}) + c_t \right) \geq 1 - \xi_{ti}, \xi_{ti} \geq 0
\end{align*}
\]  

(2.15)

Note that the above objective function employs an \(\ell_1\)-norm across the base kernels and \(\ell_p\) norm across tasks. The above optimization problem can be equivalently written in the dual space as follows:

\[
\begin{align*}
\min_{\gamma} & \max_{\lambda,\alpha} \max_{0 \leq \alpha \leq C} g(\lambda, \alpha, \gamma) \\
\text{s.t.,} & \ y_t^T \alpha = 0,
\end{align*}
\]  

(2.16)

where,

\[
g(\lambda, \alpha, \gamma) = \sum_{t=1}^{T} \left\{ \alpha_t^T - \frac{1}{2} \alpha_t^T Y_t \left[ \sum_{k=1}^{K} \frac{\gamma_k K_{tk}}{\lambda_{tk}} \right] Y_t \alpha_t \right\}
\]

Here \(\alpha_t\) is a vector of Langragian multipliers for the \(t^{th}\) task, and corresponds to \(N_t\) constraints on the task data. \(Y_t\) is a diagonal matrix with entries as \(y_t\) and \(K_{tk}\) is the gram matrix of the \(t^{th}\) task data w.r.t the \(k^{th}\) kernel function. More specifically, \(\gamma\) selects the base kernels that are important for all the tasks, where as \(\lambda\) selects the base kernels that are specific to individual tasks. With this representation, **MK-MTFL** can be seen as a multiple kernel generalization to the multi-level multitask learning proposed by Lozano and Swirszcz (2012) [105].

### 2.2.2 Proposed Method (**MK-MTRL**)

This section presents the details of the proposed model **MK-MTRL**. Since multitask learning seeks to improve performance of each task with the help of other related tasks, it is desirable in multiple kernel learning for the multitask framework to have a structural constraints on the task kernel weights \(\beta_{tk}\) to promote sharing of information from other related tasks. Note that the proposed approach is significantly different from the traditional **MTRL**, as explained in the introduction.

When prior knowledge on task relationship is available, the multiple kernel multitask learning model should incorporate this information for simultaneously learning several related tasks. Neither the **IMKL** or **MK-MTFL** consider the pairwise task relationship such as positive task correlation, negative task correlation, and task independence when learning the kernel weights for combining the base kernels. Based on the assumption that similar tasks are likely to give similar importance to their base kernels (and thereby, their respective **RKHS** spaces), we consider a regularization on the task kernel weights \(tr(B \Omega^{-1} B^T)\), where, for notational convenience, we write \(B = \{\beta_1, \beta_2, \ldots, \beta_T\}\). Mathematically, the proposed **MK-MTRL** formulation is written as
follows:

$$
\min_{\Omega, B \geq 0, \text{w.r.t.}} \sum_{t=1}^{T} \left( \frac{1}{2} \sum_{k=1}^{K} \left\| w_{tk} \right\|_{H_k}^2 + C \sum_{i=1}^{N_t} \xi_{ti} \right) \\
+ \frac{\mu}{2} \text{tr}(B\Omega^{-1}B^\top) \\
\text{s.t., } y_{ti} \left( \sum_{k=1}^{K} w_{tk}^\top \phi_k(x_{ti}) + \alpha_t \right) \geq 1 - \xi_{ti}, \xi_{ti} \geq 0 \\
\Omega \succeq 0, \\
\text{tr}(\Omega) \leq 1 
$$

(2.17)

The key difference from the IMKL model is that the standard (squared) $\ell_p$ norm on $\beta_t$ is replaced with a more meaningful structural penalty that incorporates the task relationship. Unlike in MK-MTFL, the shared information among the task is separate from the core problem (T SVMs). Here, $\Omega$ encodes the task relationship such that similar tasks are forced to have similar kernel weights. It is easy to see that when $\Omega = \mathbb{I}_{T \times T}$, the above problem reduces to equation (2.14).

### 2.2.3 MK-MTRL in Dual Space

In this section, we consider the proposed approach in the dual space. By writing the above objective function in Lagrangian form and introducing Lagrangian multiplier $\alpha_{tk}$ for the constraints, we can write the corresponding dual objective function as:

$$
\min_{\Omega, B \geq 0, 0 \leq \alpha \leq C} \max_{0 \leq \alpha \leq C} h(\alpha, B) + \frac{\mu}{2} \text{tr}(B\Omega^{-1}B^\top) \\
\text{s.t., } \alpha_t^\top y_t = 0, \\
\Omega \succeq 0, \\
\text{tr}(\Omega) \leq 1
$$

(2.18)

where,

$$
h(\alpha, B) = \sum_{t=1}^{T} \left\{ 1^\top \alpha_t - \frac{1}{2} \alpha_t^\top Gt \left( \sum_{k=1}^{K} \beta_{tk} K_{tk} \right) Y_t \alpha_t \right\}
$$

Note that we can further reduce the problem by eliminating $\alpha_{tk}$, then the dual problem becomes:

$$
\min_{\Omega} \max_{0 \leq \alpha \leq C} \sum_{t=1}^{T} \left\{ 1^\top \alpha_t - \frac{1}{2} \|G\|_{\Omega} \right\} \\
\text{s.t., } \alpha_t^\top y_t = 0, \\
\Omega \succeq 0, \\
\text{tr}(\Omega) \leq 1
$$

(2.19)

where $G_{tk} = \beta_{tk} \alpha_t^\top Y_t K_{tk} Y_t \alpha_t$ which corresponds to $\|w_{tk}\|_{\beta_{tk}}^2$ in the primal space and we write $\|G\|_{\Omega} = \sqrt{\text{tr}(G\Omega G^\top)}$. We will use this representation for deriving closed-form solution for the task kernel weights $B$. 
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2.2.4 Optimization

We use an alternating minimization procedure for learning the kernel weights and the model parameters iteratively. We implement a two-layer wrapper approach commonly used in these MKL solvers for our problem. The wrapper methods alternate between minimizing the primal problem (2.17) w.r.t $\beta_t$ via a simple analytical update step and minimizing all other variables in terms of the dual variables $\alpha_t$ from equation (2.18).

When $\{B, \Omega\}$ are fixed, MK-MTRL equation (2.18) reduces to $T$ independent sub-problems. One can use any conventional SVM solver (or any kernel method) to optimize for $\alpha_t$, independently. We focus on optimizing the kernel coefficients $B$ and $\Omega$ next.

Optimizing w.r.t $B$ when $\{\alpha, \Omega\}$ are fixed

Given $\{\alpha, \Omega\}$, we find $B$ by setting the gradient of equation (2.17) w.r.t $B$ to zero and we get:

$$B = \frac{1}{\mu} (W \circ B^{-2}) \Omega$$

(2.20)

where $B^{-2} = \{\beta_{kt}^{-2} : 1 \leq k \leq K, 1 \leq t \leq T\}$, $W_{tk} = ||w_{tk}||^2_{H_{kt}}$ and $A \circ B$ is an element-wise product operation.

By incorporating the last term in equation (2.17) into the constraint set, we can eliminate the regularization parameter $\mu$ to obtain an analytical solution for $B$. Because $\Omega \succeq 0$ and $B \succeq 0$, the constraint $tr(B\Omega^{-1}B^\top) \leq 1$ must be active at optimality. We can now use the above equation to solve for $\mu$.

$$B = \frac{(W \circ B^{-2}) \Omega}{\sqrt{tr((W \circ B^{-2}) \Omega(W \circ B^{-2})^\top)}}$$

(2.21)

Since the task relationship matrix is independent of the number of base kernels $K$, one may use the above closed-form solution when the number of tasks is small. For some applications, it may be desirable to employ an iterative approach such as first-order method (FISTA) or second-order method (Newton’s). The parameter $\mu$ can be easily learned by cross-validation.

Optimizing w.r.t $\Omega$ when $\{\alpha, B\}$ are fixed

In the final step of the optimization, we fix $\alpha$ and $B$ and solve the problem w.r.t $\Omega$. By taking the partial derivative of the objective function with respect to $\Omega$ and setting it zero, we get an analytical solution for $\Omega$[121]:

$$\Omega = \frac{(B^\top B)^{\frac{1}{2}}}{tr((B^\top B)^{\frac{1}{2}})}$$

(2.22)

Substituting the above solution in equation 2.17, we can see that the objective function of MK-MTRL is related to the trace norm regularization. Instead of $\ell_p$ norm regularization (as in $L_p$-MKL) or mixed-norm regularization (as in MK-MTFL), our model seeks a low-rank $B$, using $\|B\|_*$, such that similar base kernels are selected among the similar tasks.
2.2.5 Two-Stage MK-MTRL

The proposed optimization procedure in the previous section involves $T$ independent $SVM$ (or kernel ridge regression) calls, followed by two closed-form expressions for jointly learning the kernel weights $B$, task relationship matrix $\Sigma$ and the task parameters $\alpha$. Even though this approach is simple and easy to implement, it requires the precomputed kernel matrices to be loaded into memory for learning the kernel weights. This could add a serious computational burden especially when the number of tasks $T$ is large [113].

In this section, we consider an alternative approach to address this problem inspired by [29, 34]. It follows a two-stage approach: first, we independently learn the weights of the given task-specific base kernels using the training data and then, we use the weighted sum of these base kernels in a standard kernel machines such as $SVM$ or kernel ridge regression to obtain a classifier. This approach significantly reduces the amount of computational overhead involved in the traditional multiple kernel learning algorithms that estimate the kernel weights and the classifier by solving a joint optimization problem.

We propose an efficient binary classification framework for learning the weights of these task-specific base kernels, based on target alignment [34]. The proposed framework formulates the kernel learning problem as a linear classification in the kernel space (so called $K$-classifier). In this space, any task classifier with weight parameters directly corresponds to the task kernel learning problem as a linear classification in the kernel space (so called $K$-classifier).

We propose an efficient binary classification framework for learning the weights of these task-specific base kernels, based on target alignment [34]. The proposed framework formulates the kernel learning problem as a linear classification in the kernel space (so called $K$-classifier). In this space, any task classifier with weight parameters directly corresponds to the task kernel learning problem as a linear classification in the kernel space (so called $K$-classifier).

For a given set of $T \times K$ base kernels $\{K_{tk}\}_{1 \leq t \leq T, 1 \leq k \leq K}$ ($K$ base kernels per task), we define a binary classification framework over a new instance space (so called $K$-space) defined as follows:

\[
\begin{align*}
    z_{t,ii'} &= \{K_1(x_{ti}, x_{ti'}), K_2(x_{ti}, x_{ti'}), \ldots, K_K(x_{ti}, x_{ti'})\} \\
    l_{t,ii'} &= 2.1 \{y_{ti} = y_{ti'}\} - 1
\end{align*}
\]  

(2.23)

Any hypothesis $h_t : \mathbb{R}^K \rightarrow \mathbb{R}$ for a task $t$ induces a similarity function $\tilde{K}_{ht}(x_{ti}, x_{ti'})$ between instances $x_{ti}$ and $x_{ti'}$ in the original space:

\[
\begin{align*}
    \tilde{K}_{ht}(x_{ti}, x_{ti'}) &= h_t(z_{t,ii'}) \\
    &= h_t(K_1(x_{ti}, x_{ti'}), \ldots, K_K(x_{ti}, x_{ti'}))
\end{align*}
\]

Suppose we consider a linear function for our task hypothesis $h_t(z_{t,ii'}) = \beta_t z_{t,ii'}$ with the non-negative constraints $\beta_t \geq 0$, then the resulting induced kernel $\tilde{K}_{ht}$ is also positive semi-definite. The key idea behind this two-stage approach is that if a $K$-classifiers $h_t$ is a good classifier in the $K$-space, then the induced kernel $\tilde{K}_{ht}(x_{ti}, x_{ti'})$ will likely be positive when $x_{ti}$ and $x_{ti'}$ belong to the same class and negative otherwise. Thus the problem of learning a good combination of base kernels can be framed as a problem of learning a good $K$-classifier.

With this framework, the optimization problem for learning $\beta_t$ for each task $t$ can be formulated as follows:

\[
\begin{align*}
    \min_{B \geq 0} & \sum_{t=1}^{T} \ell(l_{t,ii'}, \langle \beta_t, z_{t,ii'} \rangle) + \frac{\mu}{2} \mathcal{R}(B) \\
    \ell(l_{t,ii'}, \langle \beta_t, z_{t,ii'} \rangle) &= \frac{1}{(N_t)^2} \sum_{1 \leq i' \leq N_t} \left[ 1 - l_{t,ii'} \beta_t z_{t,ii'} \right]_+
\end{align*}
\]  

(2.24)
where \([1 - s]_+ = \max\{0, 1 - s\}\) and \(\mathcal{R}(B)\) is the regularization function on the kernel weights \(B\). Since we are interested in learning task relationships using the task kernel weights \(\beta_t\), we can directly extend the above formulation to incorporate the regularization on \(\beta_t\) based on MK-MTRL.

\[
\min_{\Omega} \min_{B \geq 0} \sum_{t=1}^{T} \ell(l_{t,ii'}, \langle \beta_t, z_{t,ii'} \rangle) + \frac{\mu}{2} tr(B\Omega^{-1}B^\top)
\]

\(\Omega \succeq 0, \quad tr(\Omega) \leq 1\) (2.25)

Since the above objective function depends on every pair of observations, we consider an online learning procedure for faster computation that learns the kernel weights and the task relationship matrix sequentially. Note that with the above formulation, one can easily extend the existing approach to jointly learn both the feature and task relationship matrices using matrix normal penalty [120].

2.2.6 Algorithms

Algorithm 3 shows the pseudo-code for MK-MTRL. It outlines the update steps explained in Section 3. The algorithm alternates between learning the model parameters, kernel weights and task relationship matrix until it reaches the maximum number of iterations \(^7\) or when there are minimal changes in the subsequent \(B\).

The two-stage, online learning of MK-MTRL is given in Algorithm 4. The online learning of \(\beta_t\) and \(\Omega\) is based on the recent work by Saha et al., 2011 [97]. We set the maximum number of rounds to 100,000. Since we construct the examples in kernel space on the fly, there is no need to keep the base kernel matrices in memory. This significantly reduces the computational burden required in computing \(B\).

We use libSVM to solve the \(T\) individual SVMs (equation 2.26). All the base kernels are normalized to unit trace. Note that equation 2.28 requires computing Singular Value Decomposition (SVD) on \((B^\top B)\). One may use an efficient decomposition algorithm such as the randomized SVD to speed up the learning process [71].

2.2.7 Experiments

We evaluate the performance of our proposed model on several benchmark datasets. We compare our proposed model with five state-of-the-art baselines in multitask learning and in multitask multiple kernel learning. All reported results in this section are averaged over 10 random runs of the training data. Unless otherwise specified, all model parameters are chosen via 5-fold cross validation. The best model and models with statistically comparable results are shown in bold.

Compared Models

We compare the following models for our evaluation.

\(^7\) maxIter is set to 50
Algorithm 3: Wrapper method for Multitask Multiple Kernel Relationship Learning (MK-MTRL)

**Input**: Base kernels \( \{K_{tk}\}_{1 \leq k \leq K, t \leq T} \), labels \( \{y_t\}_{t=1}^T \), regularization parameter \( \mu > 0 \)

**Output**: \( \alpha, B, \Omega \)

Initialize \( \Omega = \frac{1}{T}I_{T \times T} \);

repeat
  repeat
    Set \( K_t \leftarrow \sum_{k=1}^{K} \beta_{tk}K_{tk}, \forall t \in [T] \);
    Solve for \( \alpha_t, t \in [T] \)
    \[
    \max_{0 \leq \alpha_t \leq C} \left\{ \mathbf{1}^T \alpha_t - \frac{1}{2} \alpha_t^T Y_t K_t Y_t \alpha_t \right\} \quad \text{(SVM)} \tag{2.26}
    \]
    Solve for \( B = \{\beta_1, \beta_2, \ldots, \beta_T\} \),
    \[
    \min_{B \geq 0} \frac{1}{2} \sum_{t=1}^{T} \sum_{k=1}^{K} \frac{\|w_{tk}\|_{H_k}^2}{\beta_{tk}} + \frac{\mu}{2} tr (B \Omega^{-1} B^T) \tag{2.27}
    \]
    where \( \|w_{tk}\|_{H_k}^2 = \beta_{tk}^2 \alpha_t^T Y_t K_{tk} Y_t \alpha_t \)
    until converges;

  Solve for \( \Omega \),
  \[
  \min_{\Omega \succeq 0, tr(\Omega) \leq 1} tr \left( \Omega^{-1} (B^T B) \right) \tag{2.28}
  \]
  until converges;

until converges;

- Single-Task Learning (STL) learns the tasks independently. STL uses either SVM (in case of binary classification tasks) or Kernel Ridge regression (in case of regression tasks) to learn the individual models.
- Multitask Feature Learning (MTFL [9]) learns a shared feature representation from all the tasks using regularization. It learns this shared feature representation along with the task model parameters alternatively\(^8\).
- Multitask Relationship Learning (MTRL [121]) learns task relationship matrix under a regularization framework. This model can be viewed as a multitask generalization for single-task learning. It learns the task relationship matrix and the task parameters in an iterative fashion\(^9\).
- Single-task Multiple Kernel Learning (IMKL) learns independent MKL for each task. This baseline does not use any shared information between the tasks. We use \( \ell_p \)-MKL for each

---

\(^8\)The source code for this baseline is available at [http://ttic.uchicago.edu/~argyriou/code/mtl_feat/mtl_feat.tar](http://ttic.uchicago.edu/~argyriou/code/mtl_feat/mtl_feat.tar)

\(^9\)The source code for this baseline is available at [https://www.cse.ust.hk/~zhangyu/codes/MTRL.zip](https://www.cse.ust.hk/~zhangyu/codes/MTRL.zip)
Algorithm 4: Two-stage, online learning of (MK-MTRL)

\textbf{Input :} Base kernels \( \{K_{tk}\}_{1 \leq k \leq K}, \) labels \( \{y_t\}_{t=1}^T, \) regularization parameter \( \mu > 0, \) Number of rounds \( R \)

\textbf{Output :} \( \alpha, B, \Omega \)

Initialize \( \beta^{(1)}_t = 0, \Omega = \frac{1}{T} \mathbb{I}_{T \times T}; \)

for \( r = 1 \ldots R \) do

\hspace{1em} Construct \( (z_{t,ii'}, l_{t,ii'}) \) using \( K \) for any two examples \( (x_{ti}, y_{ti}) \) and \( (x_{ti'}, y_{ti'}) \) and for any task \( t, \) where

\[ z_{t,ii'} = \{ K_1(x_{ti}, x_{ti'}), K_2(x_{ti}, x_{ti'}), \ldots, K_K(x_{ti}, x_{ti'}) \} \]

\[ l_{t,ii'} = 2.1 \{ y_{ti} = y_{ti'} \} - 1 \]  \hspace{1em} (2.29)

\hspace{1em} Predict \( \hat{l}_{t,ii'} = \beta^{(r)}_t z_{t,ii'} \)

\hspace{1em} if \( (l_{t,ii'} \neq \hat{l}_{t,ii'}) \) then

\hspace{2em} for \( t' = 1 \ldots T \) do

\hspace{3em} \( \beta^{(r+1)}_{t'} = \beta^{(r)}_{t'} + \frac{1}{\mu} l_{t,ii'} \Omega_{t',t'} z_{t,ii'} \)

\hspace{3em} Solve for \( \Omega, \)

\hspace{4em} \[ \min_{\Omega \geq 0, \text{tr}(\Omega) \leq 1} \text{tr}(\Omega^{-1}(B^\top B)) \]  \hspace{1em} (2.30)

\hspace{2em} end

\hspace{1em} end

\hspace{1em} Set \( K_t = \sum_{k=1}^K \beta^{(R)}_{tk} K_{tk}, \forall t \in [T]; \)

\hspace{1em} Solve for \( \alpha_t, t \in [T] \)

\hspace{2em} \[ \max_{0 \leq \alpha_t \leq C, \alpha_t^\top y_t = 0} \left\{ 1^\top \alpha_t - \frac{1}{2} \alpha_t^\top Y_t K_t Y_t \alpha_t \right\} \]  \hspace{1em} (SVM)  \hspace{1em} (2.31)

\[
\text{task. We tune the value of } p \text{ from } [2, 3, 4, 6, 8, 67] \text{ using 5-fold cross validation.}
\]

- Multitask Multiple Kernel Feature Learning (MK-MTFL [53]) learns a shared kernel for feature representation from all tasks. This is a multiple kernel generalization of multitask feature learning problem. Again, we tune the value of \( \tilde{p} \) from \([2, 3, 4, 6, 8, 67]\) using 5-fold cross validation\(^{10}\).

Unless otherwise specified, the kernels for \( \text{STL, MTFL} \) and \( \text{MTRL} \) are chosen (via cross validation) from either a Gaussian RBF kernel with different bandwidth or a linear kernel for each dataset. The value for \( C \) is chosen from \([10^{-3}, \ldots, 10^3]\). We tune the value of \( \mu \) from \([10^{-7}, \ldots, 10^3]\). We use Newton’s method to learn the task kernel weight matrix \( B \). We compare our models on several applications: Asset Return Prediction, Landmine Detection and Object Recognition. Note that different applications require different types of base kernels. There is no common set of kernel functions that will work for all applications. We choose these base kernels

\(^{10}\)The source code for this baseline is available at \( \text{http://www.cse.iitb.ac.in/saketh/research/MTFL.tgz} \)
Table 2.2: Mean Squared Error (MSE) for each company ($\times 1000$)

<table>
<thead>
<tr>
<th></th>
<th>OLS</th>
<th>Lasso</th>
<th>MRCE</th>
<th>FES</th>
<th>STL</th>
<th>IKL</th>
<th>IMKL</th>
<th>MK-MTFL</th>
<th>MK-MTRL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Walmart</td>
<td>0.98</td>
<td>0.42</td>
<td>0.41</td>
<td>0.40</td>
<td>0.44</td>
<td>0.43</td>
<td>0.45</td>
<td>0.44</td>
<td>0.44</td>
</tr>
<tr>
<td>Exxon</td>
<td>0.39</td>
<td>0.31</td>
<td>0.31</td>
<td>0.29</td>
<td>0.34</td>
<td>0.32</td>
<td>0.33</td>
<td>0.32</td>
<td>0.32</td>
</tr>
<tr>
<td>GM</td>
<td>1.68</td>
<td>0.71</td>
<td>0.71</td>
<td>0.62</td>
<td>0.82</td>
<td>0.62</td>
<td>0.60</td>
<td>0.61</td>
<td>0.56</td>
</tr>
<tr>
<td>Ford</td>
<td>2.15</td>
<td>0.77</td>
<td>0.77</td>
<td>0.69</td>
<td>0.91</td>
<td>0.56</td>
<td>0.53</td>
<td>0.55</td>
<td>0.49</td>
</tr>
<tr>
<td>GE</td>
<td>0.58</td>
<td>0.45</td>
<td>0.45</td>
<td>0.41</td>
<td>0.43</td>
<td>0.41</td>
<td>0.40</td>
<td>0.40</td>
<td>0.39</td>
</tr>
<tr>
<td>ConocoPhillips</td>
<td>0.98</td>
<td>0.79</td>
<td>0.79</td>
<td>0.79</td>
<td>0.84</td>
<td>0.81</td>
<td>0.83</td>
<td>0.80</td>
<td>0.80</td>
</tr>
<tr>
<td>Citigroup</td>
<td>0.65</td>
<td>0.66</td>
<td>0.62</td>
<td>0.59</td>
<td>0.64</td>
<td>0.66</td>
<td>0.62</td>
<td>0.62</td>
<td>0.60</td>
</tr>
<tr>
<td>IBM</td>
<td>0.62</td>
<td>0.49</td>
<td>0.49</td>
<td>0.51</td>
<td>0.48</td>
<td>0.47</td>
<td>0.45</td>
<td>0.45</td>
<td>0.43</td>
</tr>
<tr>
<td>AIG</td>
<td>1.93</td>
<td>1.88</td>
<td>1.88</td>
<td>1.74</td>
<td>1.91</td>
<td>1.94</td>
<td>1.88</td>
<td>1.89</td>
<td>1.83</td>
</tr>
<tr>
<td>AVG</td>
<td>1.11</td>
<td>0.72</td>
<td>0.71</td>
<td>0.67</td>
<td>0.76</td>
<td>0.69</td>
<td>0.68</td>
<td>0.68</td>
<td>0.65</td>
</tr>
</tbody>
</table>

based on the application and the type of data.

**Asset Return Prediction**

We begin our experiments with asset return prediction data used in [93]. It consists of weekly log returns of 9 stocks from the year 2004. It is considered in linear multivariate regression with output covariance estimation techniques [93]. We consider first-order vector auto-regressive models of the form $x_t = f(x_{t-1})$ where $x_t$ corresponds to the 9-dimensional vector of weekly log-returns from 9 companies as shown in table 2.2. The dataset is split evenly such that the first 26 weeks of the year is used as the training set and the next 26 weeks is used as the test set. Following [102], we use univariate Gaussian kernels with 13 varying bandwidth, generated from each feature, as base kernels. The total number of base kernels sums to 117.

Performance is measured by the average mean-squared prediction error over the test set for each task. The experimental setup for this dataset follows exactly [93]. We compare the results from our proposed and baseline model with the results from Ordinary Least Square (OLS), Lasso, Multivariate Regression with Covariate Estimation (MRCE) and Factor Estimation and Selection (FES) models reported in [93] (See [93] for more details about the models). In addition to the standard baselines, we include Input Kernel Learning (IKL), which learns a vector of kernel weights $\beta$ shared by all tasks [106].

After running MK-MTRL on these 117 base kernels, the model sets most of them to 0 except for base kernels corresponding to bandwidths ($1e^{-4}$, 1). These bandwidth selections represent the long-term and short-term dependencies common in temporal data. We reran the model with the selected non-zero bandwidths and report the results for these selected base kernels. We can see that the proposed model MK-MTRL performs better than all the baselines.

Table 2.3: Average \textit{AUC} scores for different samples of \textit{landmine} dataset. The table reports the mean and standard errors over 10 random runs.

<table>
<thead>
<tr>
<th></th>
<th>30 samples</th>
<th>50 Samples</th>
<th>80 Samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>STL</td>
<td>0.6315 ± 0.032</td>
<td>0.6540 ± 0.026</td>
<td>0.6542 ± 0.027</td>
</tr>
<tr>
<td>MTFL</td>
<td>0.6387 ± 0.037</td>
<td>0.6968 ± 0.015</td>
<td>0.7051 ± 0.020</td>
</tr>
<tr>
<td>MTRL</td>
<td>0.6555 ± 0.034</td>
<td>0.6933 ± 0.023</td>
<td>0.7074 ± 0.024</td>
</tr>
<tr>
<td>IMKL</td>
<td>0.6857 ± 0.024</td>
<td>0.7138 ± 0.011</td>
<td>0.7278 ± 0.011</td>
</tr>
<tr>
<td>MK-MTFL</td>
<td>\textbf{0.6866 ± 0.018}</td>
<td>0.7145 ± 0.009</td>
<td>0.7305 ± 0.009</td>
</tr>
<tr>
<td>MK-MTRL</td>
<td>\textbf{0.6870 ± 0.033}</td>
<td>\textbf{0.7242 ± 0.011}</td>
<td>\textbf{0.7405 ± 0.014}</td>
</tr>
</tbody>
</table>

\textbf{Landmine Detection}

This dataset \footnote{http://www.ee.duke.edu/~lcarin/LandmineData.zip} consists of 19 tasks collected from different landmine fields. Each task is a binary classification problem: landmines (+) or clutter (−) and each example consists of 9 features extracted from radar images with four moment-based features, three correlation-based features, one energy ratio feature and a spatial variance feature. Landmine data is collected from two different terrains: tasks 1 – 10 are from highly foliated regions and tasks 11 – 19 are from desert regions, therefore tasks naturally form two clusters. Any hypothesis learned from a task should be able to utilize the information available from other tasks belonging to the same cluster.

We choose \{30, 50, 80\} examples per task for this dataset. We use a polynomial kernel with power \{1, 2, 3, 4, 5\} for generating our base kernels. Note that we intentionally kept the size of the training data small to drive the need for learning from other tasks, which diminishes as the training sets per task become large. Due to class-imbalance issue (with few (+) examples compared to (−) examples), we use average Area Under the ROC Curve (\textit{AUC}) as the performance measure. This dataset has been previously used for jointly learning feature correlation and task correlation \cite{120}. Hence, \textit{landmine} dataset is an ideal dataset for evaluating all the models.

Table 2.3 reports the results from the experiment. We can see that \textit{MK-MTRL} performs better in almost all cases. When the number of training examples is small, \textit{MK-MTRL} has difficulty in learning the task relationship matrix \(\Omega\), but \textit{MK-MTFL} performs equally well as it shares the feature representation among the tasks which is especially useful when the number of training is relatively low. As we get more and more training data, \textit{MK-MTRL} performs significantly better than all the other baselines.

\textbf{Robot Inverse Dynamics}

We consider the problem of learning the inverse dynamics of a 7-DOF SARCOS anthropomorphic data \footnote{http://www.gaussianprocess.org/gpml/data/}. The dataset consists of 28 dimensions, of which first 21 dimensions are considered as features and the last 7 dimensions are used as outputs. We add an additional feature to account for
the bias. There are 7 regression tasks and use kernel ridge regression to learn the task parameters and kernel weights. The feature set includes seven joint positions, seven joint velocities and seven joint accelerations, which is used to predict seven joint torques for the seven degrees of freedom (DOF). We randomly sample 2000 examples, of which \{15, 50, 100, 150, 200, 600\} are used for training sets and the rest of the examples are used for test set. This dataset has been previous shown to include positive correlation, negative correlation and task unrelatedness and will be a challenging problem for baselines that doesn’t learn the task correlation.

Following [121], we use normalized Mean Squared error (nMSE), which is the mean squared error divided by the variance of the ground truth. We generate 31 base kernels from multivariate Gaussian kernels with 10 varying bandwidth (based on the range of the data) and feature-wise linear kernel on each of the 21 dimensions. We use linear kernel for single task learning. The results calculated for different training set size is reported in Figure 2.2. We can see that MK-MTRL performs better than all the baselines. Contrary to the results report in [53], MK-MTFL performs the worst. As the model sees more data, it struggles to learn the task relationship and even performs worse than the single task learning.

Table 2.4: Comparison for multiple kernel models using nMSE on SARCOS data

<table>
<thead>
<tr>
<th></th>
<th>STL</th>
<th>IMKL</th>
<th>MK-MTRL</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st DOF</td>
<td>0.0862 ± 0.0033</td>
<td>0.0838 ± 0.0032</td>
<td><strong>0.0717 ± 0.0075</strong></td>
</tr>
<tr>
<td>2nd DOF</td>
<td>0.0996 ± 0.0041</td>
<td>0.0945 ± 0.0045</td>
<td><strong>0.0686 ± 0.0070</strong></td>
</tr>
<tr>
<td>3rd DOF</td>
<td>0.0918 ± 0.0042</td>
<td>0.0871 ± 0.0040</td>
<td><strong>0.0649 ± 0.0071</strong></td>
</tr>
<tr>
<td>4th DOF</td>
<td>0.0581 ± 0.0021</td>
<td>0.0514 ± 0.0020</td>
<td><strong>0.0298 ± 0.0037</strong></td>
</tr>
<tr>
<td>5th DOF</td>
<td>0.1513 ± 0.0063</td>
<td>0.1405 ± 0.0057</td>
<td><strong>0.1070 ± 0.0053</strong></td>
</tr>
<tr>
<td>6th DOF</td>
<td>0.2911 ± 0.0094</td>
<td>0.2822 ± 0.0081</td>
<td><strong>0.1835 ± 0.0125</strong></td>
</tr>
<tr>
<td>7th DOF</td>
<td>0.0715 ± 0.0025</td>
<td>0.0628 ± 0.0024</td>
<td><strong>0.0457 ± 0.0036</strong></td>
</tr>
<tr>
<td>AVG</td>
<td>0.1214 ± 0.0015</td>
<td>0.1146 ± 0.0013</td>
<td><strong>0.0816 ± 0.0028</strong></td>
</tr>
</tbody>
</table>

Moreover, we report the individual nMSE for each DOF in Table 2.4. It shows that MK-MTRL consistently outperforms in all the tasks. Comparing the results to the one reported in [121], we can see that MT-MTRL (with 0.0816 AVG nMSE score) performs better than MTFL and MTRL (with 0.3149 and 0.0912 AVG nMSE scores respectively).

Exam Score Prediction

For completeness, we include the results for benchmark dataset in multitask regression. The school dataset consists of examination scores of 15362 students from 139 schools in London. Each school is considered as a task and the feature set includes the year of the examination, four

\[\text{http://ttic.uchicago.edu/~argyriou/code/mtl_feat/school_splits.tar}\]
Figure 2.2: nMSE vs Number of training example for SARCOS data

school-specific and three student-specific attribute. We replace each categorical attribute with one binary variable for each possible attribute value, as in [9]. This results in 26 attributes with additional attribute to account for the bias term. We generate univariate Gaussian kernel with 13 varying bandwidths from each of the 26 attributes as our base kernels. Training and test set are obtained by dividing examples of each task into 60%-40%. We use explained variance as in [9], which is defined as one minus nMSE. We can see that MK-MTRL is better than both IMKL and MK-MTFL.

<table>
<thead>
<tr>
<th>Explained Variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>STL</td>
</tr>
<tr>
<td>0.1883 ± 0.020</td>
</tr>
<tr>
<td>IMKL</td>
</tr>
<tr>
<td>0.1975 ± 0.017</td>
</tr>
<tr>
<td>MK-MTFL</td>
</tr>
<tr>
<td>0.2024 ± 0.016</td>
</tr>
<tr>
<td>MK-MTRL</td>
</tr>
<tr>
<td><strong>0.2134 ± 0.016</strong></td>
</tr>
</tbody>
</table>
Figure 2.3: **Top**: Mean accuracy (left) and runtime (right) calculated for Caltech101 dataset with varying training set sizes. **Bottom**: Mean accuracy (left) and runtime (right) calculated for Oxford dataset with varying training set sizes.

testing and training folds, which ensures matching training and testing distributions. Oxford flowers consists of 17 varies of flowers and the number of images per category is 80. The Oxford base kernels for each task are generated from a subset of feature values. Each one-vs-all binary classification problem is considered as a single task, which amount to 102 and 17 tasks with 38 and 7-base kernels per task, respectively. Following the previous work, we set the value of $C = 1000$ for Caltech101 dataset.

In addition to the baselines used before, we compare our algorithms with Multiple Kernel Learning by Stochastic Approximation (MKL-SA) [19]. MKL-SA has a similar formulation to that of (MK-MTFL), except that it sets $\lambda_{tk} = \lambda_t$, $\forall k$ in equation 2.16. At each time step, it samples one task, according to the multinomial distribution $\text{Multi}(\lambda_1, \lambda_2, \ldots, \lambda_T)$, to update it’s model parameter, making it suitable for multitask learning with large number of tasks.

The results for Caltech101 and Oxford shown in Figure fig:obj. The left plots show how the mean accuracy varies with respect to different training set sizes. The right plots show the average training time taken by each model with varying training set sizes. From the plots, we can see that Caltech101 outperforms all the other state-of-the art baselines. But the run-time of MK-MTFL and MK-MTRL grows steeply in the number of samples per class. Similar results are observed when
we increase the number of tasks or number of base kernels per task. This explains the need for efficient learning algorithm for multitask multiple kernel learning problems. We report MK-MTRL with two-stage, online procedure as one of the baselines. On both Caltech101 and Oxford, the two-stage procedure yields comparable performance to that of MK-MTRL.

The run-time complexity of two-stage, online MK-MTRL learning is significantly better than almost all the baselines. Since AVG takes the average of the task-specific base kernels, it has the lowest computational time. It is interesting to see that two-stage, online MK-MTRL performs better than MKL-SA both in terms of accuracy and running time. We believe that since MKL-SA updates the kernel weights after learning a single model parameter, it takes more iterations to converge (in term of model parameters and the kernel weights).

2.3 Conclusions

In this chapter, we proposed a novel online multitask learning algorithm (OSMTL) that jointly learns the per-task hypothesis and the inter-task relationships. The key idea is based on smoothing the loss function of each task w.r.t. a probabilistic distribution over all tasks, and adaptively refining such distribution over time. In addition to closed-form updating rules, we show our method achieves the sub-linear regret bound. Effectiveness of our algorithm is empirically verified over several benchmark datasets.

Following this work, we proposed a novel multiple kernel multitask learning algorithm that uses inter-task relationships to efficiently learn the kernel weights. The key idea is based on the assumption that the related tasks will have similar weights for the task-specific base kernels. We proposed an iterative algorithm to jointly learn this task relationship matrix, kernel weights and the task model parameters. For large-scale datasets, we introduced a novel two-stage online learning algorithm to learn kernel weights efficiently. The effectiveness of our algorithm is empirically verified over several benchmark datasets. The results showed that both multiple kernel learning and task relationship learning for multitask problems significantly helps in boosting the performance of the model.
Chapter 3

Active Learning from Peers

Multitask learning leverages the relationship between the tasks to transfer relevant knowledge from information-rich tasks to information-poor ones. Most existing work in multitask learning focuses on how to take advantage of these task relationships, either by sharing data directly [31] or learning model parameters via cross-task regularization techniques [9, 115, 121]. This chapter focuses on a specific multitask setting where tasks are allowed to interact by requesting labels from other tasks for difficult cases.

Following the previous chapter, we consider an online multitask setting where, at each round \( t \), the learner starts with receiving an example (along with a task identifier) and predicts the output label. Note that one may also consider learning multiple tasks simultaneously by receiving \( K \) examples for \( K \) tasks at each round \( t \). Subsequently, the learner receives the true label and updates the model(s) as necessary. This sequence is repeated over the entire data, simulating a data stream. In this setting, the assumption is that the true label is readily available for the task learner, which is impractical in many applications.

Recent works in active learning for sequential problems have addressed this concern by allowing the learner to make a decision on whether to ask the oracle to provide the true label for the current example and incur a cost or to skip this example. Most approach in active learning for sequential problems use a measure such a confidence of the learner in the current example [2, 24, 26, 37, 83]. In online multitask learning, one can utilize the task relationship to further reduce the total number of labels requested from the oracle. This chapter presents a novel active learning for the sequential decision problems using peers or related tasks. The key idea is that when the learner is not confident on the current example, the learner is allowed to query its peers, which usually has a low cost, before requesting a true label from the oracle and incur a high cost. Our approach follows a perceptron-based update rule in which the model for a given task is updated only when the prediction for that task is in error. The goal of an online learner in this setting is to minimize errors attempting to reach the performance of the full hindsight learner and at the same time, reduce the total number of queries issued to the oracle.

There are many useful application areas for online multitask learning with selective sampling, including optimizing financial trading, email prioritization and filtering, personalized news, crowd source-based annotation, spam filtering and spoken dialog system, etc. Consider the latter, where several automated agents/bots servicing several clients. Each agent is specialized or trained to answer questions from customers on a specific subject such as automated payment,
troubleshooting, adding or cancelling services, etc. In such setting, when one of the automated agents cannot answer a customer’s question, it may request the assistance of another automated agent that is an expert in the subject related to that question. For example, an automated agent for customer retention may request some help from an automated agent for new services to offer new deals for the customer. When both the agents could not answer the customer’s question, the system may then direct the call to a live agent. This may reduce the number of service calls directed to live agents and the cost associated with such requests.

Similarly in spam filtering, where some spam is universal to all users (e.g. financial scams), some messages might be useful to certain affinity groups, but spam to most others (e.g. announcements of meditation classes or other special interest activities), and some may depend on evolving user interests. In spam filtering each user is a task, and shared interests and dis-interests formulate the inter-task relationship matrix. If we can learn the task relationship matrix as well as improving models from specific decisions from peers on difficult examples, we can perform mass customization of spam filtering, borrowing from spam/not-spam feedback from users with similar preferences. The primary contribution studied in this chapter is precisely active learning for multiple related tasks and its use in estimating per-task model parameters in an online setting.

3.1 Problem Setup

Suppose we are given $K$ tasks where the $k^{th}$ task is associated with $N_k$ training examples. For brevity, we consider a binary classification problem for each task, but the methods generalize to multi-class settings and are also applicable to regression tasks. We denote by $[N]$ consecutive integers ranging from 1 to $N$. Let $\{(x^{(i)}, k), y^{(i)}\}_{i=1}^{N_k}$ be data for task $k$ where $x^{(i)}_k \in \mathbb{R}^d$ is the $i^{th}$ instance from the $k^{th}$ task and $y^{(i)}_k$ is its corresponding true label. When the notation is clear from the context, we drop the index $k$ and write $((x^{(i)}, k), y^{(i)})$.

Let $\{w^*_k\}_{k \in [K]}$ be any set of arbitrary vectors where $w^*_k \in \mathbb{R}^d$. The hinge losses on the example $((x^{(t)}, k), y^{(t)})$ are given by $\ell^{(t)*}_{kk} = (1 - y^{(t)}(x^{(t)}, w^*_k))^+$ and $\ell^{(t)*}_{km} = (1 - y^{(t)}(x^{(t)}, w^*_m))^+$, respectively, where $(z)^+ = \max(0, z)$. Similarly, we define hinge losses $\ell^{(t)}_{kk}$ and $\ell^{(t)}_{km}$ for the linear predictors $\{w^{(t)}_k\}_{k \in [K]}$ learned at round $t$. Let $Z^{(t)}$ be a Bernoulli random variable to indicate whether the learner requested a true label for the example $x^{(t)}$. Let $M^{(t)}$ be a binary variable to indicate whether the learner made a mistake on the example $x^{(t)}$. We use the following expected hinge losses for our theoretical analysis: $\tilde{L}_{kk} = \mathbb{E}\left[\sum_t M^{(t)}Z^{(t)}\ell^{(t)*}_{kk}\right]$ and $\tilde{L}_{km} = \mathbb{E}\left[\sum_t M^{(t)}Z^{(t)}\ell^{(t)*}_{km}\right]$.

We start with our proposed active learning from peers algorithm based on selective sampling for online multitask problems and study the mistake bound for the algorithm in Section 3.2. We report our experimental results and analysis in Section 3.2.1. Additionally, we extend our problem setting to learning multiple task in parallel at the end of the chapter.
3.1.1 Related Work

While there is considerable literature in online multitask learning, many crucial aspects remain largely unexplored. Most existing work in online multitask learning focuses on how to take advantage of task relationships. To achieve this, Lugosi et. al [73] imposed a hard constraint on the $K$ simultaneous actions taken by the learner in the expert setting, Agarwal et. al [3] used matrix regularization, and Dekel et. al [35] proposed a global loss function, as an absolute norm, to tie together the loss values of the individual tasks. In all these works, their proposed algorithms assume that the true labels are available for each instance.

Selective sampling-based learners in online setting, on the other hand, decides whether to ask the human oracle for labeling of difficult instances [2, 24, 26, 37, 83]. It can be easily extended to online multitask learning setting by applying selective sampling for each individual task separately. Saha et. al [97] formulated the learning of task relationship matrix as a Bregman-divergence minimization problem w.r.t. positive definite matrices and used this task-relationship matrix to naively select the instances for labelling from the human oracle.

Several recent works in online multitask learning recommended updating all the task learners on each round $t$ [25, 80, 97]. When a task learner makes a mistake on an example, all the tasks’ model parameters are updated to account for the new examples. This significantly increases the computational complexity at each round, especially when the number of tasks is large [113]. Our proposed method avoids this issue by updating only the learner of the current example and utilize the knowledge from peers only when the current learner requested them.

This work is motivated by the recent interests in active learning from multiple (strong or weak) teachers [37, 41, 42, 110, 116, 117]. Instead of single all-known oracle, these earlier works assume multiple oracles (or teachers) each with a different area of expertise. At round $t$, some of the teachers are experts in the current instance but the others may not be confident in their predicted labels. Such learning setting is very common in crowd-sourcing platform where multiple annotators are used to label an instance. Our learning setting is different from their approaches where, instead of learning from multiple oracles, we learn from our peers (or related tasks) without any associated high cost. Finally, our proposed method is closely related to learning with rejection option [13, 30] where the learner may choose not to predict label for an instance. To reject an instance, they use a measure of confidence to identify difficult instances. We use a similar approach to identify when to query peers and when to query the human oracle for true label.

3.2 Learning from Peers

We consider multitask perceptron for our online learning algorithm. On each round $t$, we receive an example $(x^{(t)}, k)$ from task $k$. We will consider a different online learning setting later in this chapter where we simultaneously receive $K$ examples at each round, one for each task $k$. Each perceptron learner for the task $k$ maintains a model represented by $w^{(t-1)}_k$ learned from examples received until round $t - 1$. Task $k$ predicts a label for the received example $x^{(t)}$ using $h_k(x^{(t)}) = \langle w^{(t-1)}_k, x^{(t)} \rangle$. As in the previous works [13, 26, 37], we use $|h_k(x^{(t)})|$ to measure

\[ |h_k(x^{(t)})| \]

\[^1\] We also use the notation $\hat{p}_{kk} = \langle w^{(t-1)}_k, x^{(t)} \rangle$ and $\hat{p}_{km} = \langle w^{(t-1)}_m, x^{(t)} \rangle$.  
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1. Receive an example \( x^{(t)} \) for the task \( k \)
2. If the task \( k \) is not confident in the prediction for this example, ask the peers or related tasks whether they can give a confident label to this example.
3. If the peers are not confident enough, ask the oracle for the true label \( y^{(t)} \).

Figure 3.1: Proposed learning approach from peers.

The idea is that when the weighted sum of the confidence of the peers on the current example or when peers are confident on the label for the current example. Note the two terms in complexity at each round. We set the confidence of most related task instead of the weighted sum to reduce the computational complexity. If the task \( k \) is not confident in the prediction of \( x^{(t)} \) and vice versa. They consider a Bernoulli random variable \( P^{(t)} \) for the event \( |h_k(x^{(t)})| \leq b_1 \) with probability \( \frac{b_1}{b_1 + |h_k(x^{(t)})|} \) for some predefined constant \( b_1 \geq 0 \). If \( P^{(t)} = 1 \) (confidence is low), then the \( k \)th learner requests the oracle for the true label. Similarly when \( P^{(t)} = 0 \) (confidence is high), the learner skips the request to the oracle. This considerably saves a lot of label requests from the oracle. When dealing with multiple tasks, one may use similar idea and apply selective sampling for each task individually [27]. Unfortunately, such approach doesn’t take into account the inherent relationship between the tasks.

In this chapter, we consider a novel active learning (or selective sampling) for online multitask learning to address the concerns discussed above. Our proposed learning approach can be summarized in Figure 3.1. Unlike in the previous work [25, 80, 97], we update only the current task parameter \( w_k \) when we made a mistake at round \( t \), instead of updating all the task model parameters \( w_m, \forall m \in [K], m \neq k \). Our proposed method avoids this issue by updating only the learner of the current example and share the knowledge from peers only when the assistance is needed. In addition, the task relationship is taken into account, to measure whether the peers are confident in predicting this example. This approach provides a compromise between learning them independently and learning them by updating all the learners when a specific learner makes a mistake.

As in traditional selective sampling algorithm [26], we consider a Bernoulli random variable \( P^{(t)} \) for the event \( |h_k(x^{(t)})| \leq b_1 \) with probability \( \frac{b_1}{b_1 + |h_k(x^{(t)})|} \). In addition, we consider a second Bernoulli random variable \( Q^{(t)} \) for the event \( |h_m(x^{(t)})| \leq b_2 \) with probability \( \frac{b_2}{b_2 + \sum_{m \in [K], m \neq k} |x^{(t-1)}| \sum_{m \neq k} |h_m(x^{(t)})|} \). The idea is that when the weighted sum of the confidence of the peers on the current example is high, then we use the predicted label \( \tilde{y}^{(t)} \) from the peers for the perceptron update instead of requesting a true label \( y^{(t)} \) from the oracle. In our experiment in Section 3.2.1, we consider the confidence of most related task instead of the weighted sum to reduce the computational complexity at each round. We set \( Z^{(t)} = P^{(t)} Q^{(t)} \) and set \( M^{(t)} = 1 \) if we made a mistake at round \( t \) i.e., \( y^{(t)} \neq \tilde{y}^{(t)} \) (only when the label is revealed/queried).

The pseudo-code is in Algorithm 5. Line 14 is executed when we request a label from the oracle or when peers are confident on the label for the current example. Note the two terms in \( (M^{(t)} Z^{(t)} y^{(t)} + \tilde{Z}^{(t)} \tilde{y}^{(t)}) \) are mutually exclusive (when \( P^{(t)} = 1 \)). Line (15-16) computes the
relationship between tasks \( \tau_{km} \) based on the recent work by [80]. It maintains a distribution over peers w.r.t the current task. The value of \( \tau \) is updated at each round using the cross-task error \( \ell_{km} \). In addition, we use the \( \tau \) to get the confidence of the most-related task rather than the weighted sum of the confidence of the peers to get the predicted label from the peers (see Section 3.2.1 for more details). When we are learning with many tasks [113], it provides a faster computation without significantly compromising the performance of the learning algorithm. One may use different notion of task relationship based on the application at hand. Now, we give the bound on the expected number of mistakes.

**Theorem 3.** Let \( S_k = \left\{ ((x^{(t)}, k), y^{(t)}) \right\}_{t=1}^T \) be a sequence of \( T \) examples given to Algorithm 5 where \( x^{(t)} \in \mathbb{R}^d \), \( y^{(t)} \in \{-1, +1\} \) and \( X = \max_i \|x^{(i)}\| \). Let \( P^{(t)} \) be a Bernoulli random variable for the event \( |h_k(x^{(t)})| \leq b_1 \) with probability \( \frac{b_1}{b_1 + |h_k(x^{(t)})|} \) and let \( Q^{(t)} \) be a Bernoulli random variable for the event \( |h_m(x^{(t)})| \leq b_2 \) with probability \( \frac{b_2}{b_2 + \max_{m \in [K]} |h_m(x^{(t)})|} \). Let \( Z^{(t)} = P^{(t)} Q^{(t)} \) and \( M^{(t)} = \mathbb{I}(y^{(t)} \neq \hat{y}^{(t)}) \).

If the Algorithm 5 is run with \( b_1 > 0 \) and \( b_2 > 0 \) \((b_2 \geq b_1)\), then \( \forall t \geq 1 \) and \( \gamma > 0 \) we have
\[
\mathbb{E} \left[ \sum_{t \in [T]} M(t) \right] \leq \frac{b_2}{\gamma} \left[ \frac{(2b_1 + X^2)^2}{8b_1 \gamma} \left( \| w_0^* \|^2 + \max_{m \in [K], m \neq k} \| w_m^* \|^2 \right) 
+ \left( 1 + \frac{X^2}{2b_1} \right) \left( \hat{L}_{kk} + \max_{m \in [K], m \neq k} \tilde{L}_{km} \right) \right]
\]

Then, the expected number of label requests to the oracle by the algorithm is

\[
\sum_t \frac{b_1}{b_1 + |h_k(x(t))|} \frac{b_2}{b_2 + \max_{m \in [K]} |h_m(x(t))|}
\]

The proof is given in Appendix A. It follows from Theorem 1 in [26] and Theorem 1 in [80] and setting \( b_2 = b_1 + \frac{X^2}{2} + \| w_0^* \|^2 \), where \( b_1 = \frac{X^2}{2} \sqrt{1 + \frac{4X^2}{\| w_0^* \|^2 \| w_k^* \|^2} \frac{\hat{L}_{kk}}{\gamma}} \). Theorem 3 states that the quality of the bound depends on both \( \hat{L}_{kk} \) and the maximum of \( \{ \tilde{L}_{km} \}_{m \in [K], m \neq k} \). In other words, the worst-case regret will be lower if the \( k^{th} \) true hypothesis \( w_k^* \) can predict the labels for training examples in both the \( k^{th} \) task itself as well as those in all the other related tasks in high confidence. In addition, we consider a related problem setting in which all the \( K \) tasks receive an example simultaneously. We give the learning algorithm and mistake bound for this setting in Appendix B.

### 3.2.1 Experiments

We evaluate the performance of our algorithm in the online setting. All reported results in this section are averaged over 10 random runs on permutations of the training data. We set the value of \( b_1 = 1 \) for all the experiments and the value of \( b_2 \) is tuned from 20 different values. Unless otherwise specified, all model parameters are chosen via 5-fold cross-validation.

To evaluate the performance of our proposed approach, we compare our proposed methods to 2 standard baselines. The first baseline selects the examples to query randomly (Random) and the second baseline chooses the examples via selective sampling independently for each task (Independent) [26]. We compare these baselines against two versions of our proposed algorithm 5 with different confidence measures for predictions from peer tasks: PEERsum where the confidence \( \tilde{p}(t) \) at round \( t \) is computed by the weighted sum of the confidence of each task as shown originally in Algorithm 5 and PEERone where the confidence \( \tilde{p}(t) \) is set to the confidence of the most related task \( k \) (\( \hat{p}(t) \)), sampled from the probability distribution \( \tau(t)_{km} \), \( m \in [K], m \neq k \). The intuition is that, for multitask learning with many tasks [113], PEERone provides a faster computation without significantly compromising the performance of the learning algorithm. The task weights \( \tau \) are computed based on the relationship between the tasks. As mentioned earlier, the \( \tau \) values can be easily replaced by other functions based on the application at hand.

In addition to PEERsum and PEERone, we evaluated a method that queries the peer with the highest confidence, instead of the most related task as in PEERone, to provide the label. Since this method uses only local information for the task with the highest confidence, it is not necessarily

\[\text{Our algorithm and theorem can be easily generalized to other types of functions on } \tau\]
Figure 3.2: Average rate of mistakes vs. Number of examples calculated for compared models on the three datasets (top). Average number of label and peer requests on the three datasets (middle). Average rate of (training) mistakes vs. Number of examples with the query budget of (10%, 20%, 30%) of the total number of examples $T$ on sentiment (bottom). These plots are generated during the training.

the best peer in hindsight, and the results are worse than or comparable (in some cases) to the Independent baseline. Hence, we do not report its results in our experiment.

Figure 3.2 shows the performance of the models during training. We measure the average rate of mistakes (cumulative measure), the number of label requests to the oracle and the number of peer query requests to evaluate the performance during the training time. From Figure 3.2 (top and middle), we can see that our proposed methods (PEERsum and PEERone) outperform both the baselines. Among the proposed methods, PEERsum outperforms PEERone as it uses the confidence from all the tasks (weighted by task relationship) to measure the final confidence. We notice that during the earlier part of the learning, all the methods issue more query to the oracle. After a few initial set of label requests, peer requests (dotted lines) steadily take over in our proposed methods. We can see three noticeable phases in our learning algorithm: initial label requests to the oracle, label requests to peers, and as task confidence grows, learning with less dependency on other tasks.

In order to efficiently evaluate the proposed methods, we restrict the total number of label requests issued to the oracle during training, that is we give all the methods the same query
Table 3.1: Average test accuracy on three datasets: means and standard errors over 10 random shuffles.

<table>
<thead>
<tr>
<th>Models</th>
<th>Landmine Detection</th>
<th></th>
<th>Spam Detection</th>
<th></th>
<th>Sentiment Analysis</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ACC</td>
<td>#Queries</td>
<td>Time (s)</td>
<td>ACC</td>
<td>#Queries</td>
<td>Time (s)</td>
</tr>
<tr>
<td>Random</td>
<td>0.8905 (0.007)</td>
<td>1519.4 (31.9)</td>
<td>0.38</td>
<td>0.8117 (0.021)</td>
<td>753.4 (29.1)</td>
<td>8</td>
</tr>
<tr>
<td>Independent</td>
<td>0.9040 (0.016)</td>
<td>1802.8 (35.5)</td>
<td>0.29</td>
<td>0.8309 (0.022)</td>
<td>1186.6 (18.3)</td>
<td>7.9</td>
</tr>
<tr>
<td>PEERsum</td>
<td><strong>0.9403</strong> (0.001)</td>
<td>265.6 (18.7)</td>
<td>0.38</td>
<td><strong>0.8497</strong> (0.007)</td>
<td>1108.8 (32.1)</td>
<td>8</td>
</tr>
<tr>
<td>PEERone</td>
<td>0.9377 (0.003)</td>
<td>303 (17)</td>
<td>1.01</td>
<td>0.8344 (0.018)</td>
<td>1084.2 (24.2)</td>
<td>8.3</td>
</tr>
</tbody>
</table>

budget: (10%, 20%, 30%) of the total number of examples $T$ on sentiment dataset. After the desired number of label requests to the oracle reached the said budget limit, the baseline methods predict label for the new examples based on the earlier assistance from the oracle. On the other hand, our proposed methods continue to reduce the average mistake rate by requesting labels from peers. This shows the power of learning from peers when human expert assistance is expensive, scarce or unavailable.

Table 3.1 summarizes the performance of all the above algorithms on the test set for the three datasets. In addition to the average accuracy $ACC$ scores, we report the average total number of queries or label requests to the oracle ($#\text{Queries}$) and the CPU time taken (seconds) for learning from $T$ examples ($Time$). From the table, it is evident that PEER* outperforms all the baselines in terms of both $ACC$ and $#\text{Queries}$. In case of landmine and sentiment, we get a significant improvement in the test set accuracy while reducing the total number of label requests to the oracle. As in the training set results before, PEERsum performs slightly better than PEERone. Our methods perform slightly better than Independent in spam, we can see from Figure 3.2 (middle) for spam dataset, the number of peer queries are lower compared to that of the other datasets.

The results justify our claim that relying on assistance from peers in addition to human intervention leads to improved performance. Moreover, our algorithm consumes less or comparable CPU time than the baselines which take into account inter-task relationships and peer requests. Note that PEERone takes a little more training time than PEERsum. This is due to our implementation that takes more time in (MATLAB’s) inbuilt sampler to draw the most related task. One may improve the sampling procedure to get better run time. However, the time spent on selecting the most related tasks is small compared to the other operations when dealing with many tasks.

Figure 3.3 (left) shows the average test set accuracy computed for 20 different values of $b_2$ for PEER* methods in sentiment. We set $b_1 = 1$. Each point in the plot corresponds to $ACC$ (y-axis) and $#\text{Queries}$ (x-axis) computed for a specific value of $b_2$. We find the algorithm performs well for $b_2 > b_1$ and the small values of $b_2$. When we increase the value of $b_2$ to $\infty$, our algorithm reduces to the baseline (Independent), as all request are directed to the oracle instead of the peers.

Figure 3.3 (right) shows the snapshot of the total number of peer requests between the tasks in sentiment at the end of the training of PEERone. Each edge says that there was one peer query request from a task/domain to another related task/domain (based on the task relationship matrix $\tau$). The edges with similar colors show the total number of peer requests from a task. It is evident from the figure that all the tasks are collaborative in terms of learning from each other.
3.3 Learning with a Shared Annotator

In this section, we explore a related approach where multiple tasks are learned with a shared annotator. In this setting, we assume that all tasks will be performed in each round. At time $t$, the $k^{th}$ task receives a training instance $x_k^{(t)}$, makes a prediction $\langle x_k^{(t)}, w_k^{(t)} \rangle$ and suffers a loss after $y_k^{(t)}$ is revealed. Unlike the problem setting in Algorithm 5, we are allowed to query the Oracle for at most $\kappa$ examples out of the $K$ examples received at round $t$ where $\kappa \leq K$. Our algorithm follows a perceptron-based update rule, as in Algorithm 5, in which the model is updated only when a task makes a mistake. The key idea is that the algorithm picks $\kappa$ examples from $K$ tasks that desperately need human assistance.

Most recently, Cohen et. al. [27] proposed a selective sampling-based approach called SHAMPO for this problem setting. Each task $k$ is chosen for label request from oracle with probability $\Pr(J_i = k) \propto b_1/(b_1 + |\hat{p}_{kk}^{(t)}| - \min_{m=1}^{K} |\hat{p}_{mm}^{(t)}|), \forall i \in [\kappa]$ and we choose at most $\kappa$ tasks for label requests to oracle. We define $\mathcal{J} = \{J_i : i \in [\kappa]\}$. Unlike in Algorithm 5, we perform a perceptron update when we make a mistake $M_k^{(t)} = \mathbb{I}(y_k^{(t)} \neq \hat{y}_k^{(t)})$ or when the example has less confidence $A_k^{(t)} = \mathbb{I}(0 < y_k^{(t)} \hat{p}_{kk}^{(t)} \leq \frac{\gamma}{2})$. In their proposed method, the examples from the other tasks $k \notin \mathcal{J}$ are not updated on this round. In addition, their methods doesn’t take into account the relationship between the tasks. Our learning procedure from Algorithm 5 provides a natural way to extend their method to learn from peers and to utilize the relationship between the tasks efficiently.

The pseudo-code is in Algorithm 6. Lines (9 – 12) is similar to their proposed learning framework. We add the lines (15 – 18) to query the peers for labels for the tasks that are not selected at this round $k \notin \mathcal{J}$ and the line 13 to incorporate the relationship between the tasks efficiently.

The pseudo-code is in Algorithm 6. Lines (9 – 12) is similar to their proposed learning framework. We add the lines (15 – 18) to query the peers for labels for the tasks that are not selected at this round $k \notin \mathcal{J}$ and the line 13 to incorporate the relationship between the tasks efficiently.

![Figure 3.3: Average test set ACC calculated for different values of $b_2$ (left). A visualization of the peer query requests among the tasks in sentiment learned by PEERone (right).](image)
would like to choose an example at each round for which there will be a maximum knowledge when the true labels are available. We give the (expected) mistake bound for the Algorithm 6 in Theorem 4.

![Algorithm 6: Learning with a Shared Annotator]

Algorithm 6 chooses the observation with the lowest confidence at each round for the Oracle query. The proposed approach doesn’t utilize the relationships between the tasks to choose an observation and doesn’t help the peers to learn at this round. In order to address this concern, we would like to choose an example at each round for which there will be a maximum knowledge transfer to the other tasks i.e., knowing the label for the selected example from a task will reveal more information for the other related tasks. Following our work in smooth multitask learning (SMTL), We can define maximum transfer for an observation $x_k$ as:

$$\ell(x_k) = \sum_j \tau_{jk} \ell_j(y_k, \langle w_j, x_k \rangle), \forall k \in [K]$$
Algorithm 7: Learning with Explore-Exploit Strategy (PEERBandits)

**Input:** $\alpha \in [0, 1], \lambda > 0, \gamma > 0$ Number of rounds $T$

1. **Initialize** $w^{(0)}_m = 0$, Task weights $a^{(1)}_m = 1 \forall m \in [K]$, $\tau^{(0)}$.

2. **for** $t = 1 \ldots T$ **do**
   3. **Receive** $K$ examples: $\{x^{(t)}_k : k \in [K]\}$
   4. **Compute** $\hat{p}_kk = \langle x^{(t)}_k, w^{(t-1)}_k \rangle$, $k \in [K]$
   5. **Predict** $K$ labels: $\hat{y}^{(t)}_k = \text{sign}(\hat{p}_kk)$, $k \in [K]$
   6. **Choose** an example $x_k$ with maximum transfer with probability $p \in \Delta^{K-1}$:
   
   $$p^{(t)}_k = (1 - \alpha) \frac{a^{(t-1)}_k}{\sum_{j \in [K]} a^{(t-1)}_j} + \alpha \frac{1}{K}$$

7. **Query** true label $y^{(t)}_k$
   8. Set $M^{(t)}_k = 1$ if $\hat{y}^{(t)}_k \neq y^{(t)}_k$
   9. Set $A^{(t)}_k = 1$ if $0 < y^{(t)}_k \hat{p}^{(t)}_{kk} \leq \gamma$
   10. **Update** $w^{(t)}_k = w^{(t-1)}_k + (M^{(t)}_k + A^{(t)}_k) y^{(t)}_k x^{(t)}_k$
   11. **Update** $\tau^{(t)}$ as in Equation 3.1.
   12. **Update** $a$:
   
   $$a^{(t)}_k = a^{(t-1)}_k \exp\left(-\gamma \frac{\tilde{\ell}^{(t)}(x_k)}{\hat{p}^{(t)}_k}\right)$$

13. **end**

To compute this measure for each observation, we require their true labels. Unfortunately, the true labels for these examples (at round $t$) are not available to compute this value. The key idea we consider is that we use the past history (as distribution over $K$ tasks) to choose a task with maximum transfer using explore-exploit strategy (multi-armed bandits). At each round, the bandit keeps a distribution $p$ over the $K$ tasks using the weights $a$ computed based on the past history. The value of $a$ are changed based on the loss vector using exponential weight updates. Algorithm 7 shows the approach with the explore-exploit strategy. In addition, we show how to choose an observation that helps our learning from peers setting.

In addition to keeping the weights for each task, we can utilize the peer weights (task relationship matrix) maintained by each task as an expert advice. We consider each task as a weak annotator and helps to choose the example that potentially gives better knowledge transfer among the tasks.

Next, we show the theoretical analysis for the learning with a shared annotator setting. The
Algorithm 8: Learning with Weak Annotators as Experts (PEER-Experts)

<table>
<thead>
<tr>
<th>Input: $\alpha \in [0, 1], \lambda &gt; 0, \gamma &gt; 0$ Number of rounds $T$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initialize $w_m^{(0)} = 0$, Task weights $a_m^{(1)} = 1 \forall m \in [K]$, $\tau^{(0)}$.</td>
</tr>
<tr>
<td>for $t = 1 \ldots T$ do</td>
</tr>
<tr>
<td>Receive $K$ examples: ${x_k^{(t)} : k \in [K]}$</td>
</tr>
<tr>
<td>Compute $\tilde{p}_{kk}^{(t)} = \langle x_k^{(t)}, w_k^{(t-1)} \rangle$, $k \in [K]$</td>
</tr>
<tr>
<td>Predict $K$ labels: $\hat{y}<em>k^{(t)} = \text{sign}(\tilde{p}</em>{kk}^{(t)})$, $k \in [K]$</td>
</tr>
<tr>
<td>Choose an example $x_k$ with maximum transfer with probability $p \in \Delta^{K-1}$:</td>
</tr>
<tr>
<td>$p_k^{(t)} = (1 - \alpha) \frac{\sum_j a_j^{(t-1)} T_j^{(t-1)}}{T^{(t-1)}} + \alpha \frac{1}{K}$, $\forall k \in [K]$</td>
</tr>
<tr>
<td>Query true label $y_k^{(t)}$</td>
</tr>
<tr>
<td>Set $M_k^{(t)} = 1$ if $\hat{y}_k^{(t)} \neq y_k^{(t)}$</td>
</tr>
<tr>
<td>Set $A_k^{(t)} = 1$ if $0 &lt; y_k^{(t)} \tilde{p}_{kk}^{(t)} \leq \frac{\gamma}{2}$</td>
</tr>
<tr>
<td>Update $w_k^{(t)} = w_k^{(t-1)} + (M_k^{(t)} + A_k^{(t)}) y_k^{(t)} x_k^{(t)}$.</td>
</tr>
<tr>
<td>Update $\tau^{(t)}$ as in Equation 3.1.</td>
</tr>
<tr>
<td>Update $a$:</td>
</tr>
<tr>
<td>$a_k^{(t)} = a_k^{(t-1)} \exp \left( - \gamma T_jk^{(t)} \tilde{p}_{jk}^{(t)}(x_k) \right)$ and $T^{(t)} = \sum_j a_j^{(t)}$</td>
</tr>
<tr>
<td>end</td>
</tr>
</tbody>
</table>

Theorem 4 focuses on how the peer query improve the upper bound for the expected number of mistakes and the expected number of the Oracle queries issued.

**Theorem 4.** $\forall k \in [K]$, let $S_k = \{ (x_k^{(t)}, y_k^{(t)}) \}_{t=1}^{T}$ be a sequence of $T$ examples for the $k^{th}$ task where $x_k^{(t)} \in \mathbb{R}^d$, $y_k^{(t)} \in \{-1, +1\}$ and $\|x_k^{(t)}\|_2 \leq R$, $\forall t \in [T]$. Let $M_k^{(t)} = \mathbb{I}(y_k^{(t)} \neq \hat{y}_k^{(t)})$ and $A_k^{(t)} = \mathbb{I}(0 < y_k^{(t)} \tilde{p}_{kk}^{(t)} \leq \frac{\gamma}{2})$.

If $\{S_k\}_{k \in [K]}$ is presented to Algorithm 6 with $b_1 > 0$ ($b_1 \geq \gamma$) and $b_2 > 0$ ($b_2 \geq b_1$), then $\forall t \geq 1$ and $\gamma > 0$ we have
The proof is straightforward and follows directly from the proof of Theorem 3 and Theorem 1 in [27]. The first two terms in the bound are same as in Theorem 3. The last term in the bound accounts for the aggressiveness of the algorithm. The intuition is that when we set $b_1$ to the margin (i.e., $b_1 = \gamma$), the last term will become 0 and the bound reduces to the one given in Theorem 3. When $b_1 > \gamma$, the aggressive term in the bound reduces the expected number of the mistakes made by Algorithm 6 and increases the expected number of label requests to the peers and eventually to the oracle.

### 3.3.1 Experiments

Figure 3.4 compares the PEER* implementation of Algorithms 6, 7 and 8 against SHAMPO in terms of test set accuracy for sentiment dataset. The algorithm learns multiple tasks in parallel, where at most $\kappa$ out of $K$ label requests to the oracle are allowed at each round. We select the observations with low confidence at each round. While SHAMPO ignores the other tasks, our PEER* allows peer query to related tasks and thereby improves the overall performance. As we can see from the figure, when $\kappa$ is set to small values, PEER* performs significantly better than SHAMPO.

### 3.4 Conclusions

In this chapter, we proposed a novel online multitask learning algorithm that learns to perform each task jointly with learning inter-task relationships. The primary intuition we leveraged here...
is that task performance can be improved both by querying external oracles and by querying peer tasks. The former incurs a cost or at least a query-budget bound, but the latter requires no human attention. Hence, our hypothesis was that with bounded queries to the human expert, additionally querying peers should improve task performance. Querying peers requires estimating the relation among tasks. The key idea is based on smoothing the loss function of each task w.r.t. a probabilistic distribution over all tasks, and adaptively refining such distribution over time. In addition to closed-form updating rules, we provided a theoretical bound on the expected number of mistakes. The effectiveness of our algorithm is empirically verified over three benchmark datasets where in all cases task accuracy improves both for PEERsum (sum of peer recommendations weighted by task similarity) and PEERone (peer recommendation from the most highly related task) over baselines such as assuming task independence.
Chapter 4

Lifelong Learning of Multiple Tasks

Lifelong learning, inspired by established human learning principles, works by accumulating and retaining the knowledge from the past and leverages this knowledge to acquire new skills and solve new problems efficiently. It poses considerable challenges in terms of effectiveness and overall computational tractability for real-time performance. Unlike traditional multitask learning, where the tasks are presented simultaneously and an entire training set is available to the learner ([21]), in lifelong learning the tasks arrive sequentially ([107]).

When it comes to lifelong learning, it is natural to ask, Is it possible to use an existing multitask algorithm to solve a lifelong learning problem? We propose a novel framework based on self-paced learning (SP) which utilizes a curriculum defined dynamically by the learner ("self-paced") instead of a fixed curriculum set a-priori by a teacher. It allows us to use a certain class of existing multitask algorithms for solving lifelong learning setting.

The proposed approach starts with an easier set of tasks, and gradually introduces more difficult ones to build the shared knowledge base. Our proposed method provides a natural way to specify the trade-off between choosing the easier tasks to update the shared knowledge and learning new tasks using the knowledge acquired from previously learned tasks. Our proposed algorithm based on self-paced learning for multiple tasks addresses these three key challenges: 1) it embeds task selection into the model learning; 2) it gradually learns the shared knowledge at the system’s own pace; 3) it is generalizable to a wider group of existing multitask algorithms such that they can be easily adapted to lifelong learning setting.

In addition, we propose a co-clustering approach to multitask and lifelong learning. In several applications, we encounter clusters and overlapping groups among the tasks at hand. We provide a flexible way to cluster both the features and the tasks using the shared feature representation and task relationship matrix. Learning task relationships has been shown beneficial in (positive and negative) transfer of knowledge from information-rich tasks to information-poor tasks [121], whereas the shared feature representation has been shown to perform well when each task has a limited number of training instances (observations) compared to the total number across all tasks [9].

Existing research in multitask learning considers either the first approach and learns a task relationship matrix in addition to the task parameters, or relies on the latter approach and learns a shared latent feature representation from the task parameters. To the best of our knowledge, there is no prior work that utilizes both principles jointly for multitask learning. We propose a
new approach that learns a shared feature representation along with the task relationship matrix jointly to combine the advantages of both principles into a general multitask learning framework. Our proposed approach is closely related to Output Kernel Learning (OKL) from the previous chapter where we learn the kernel between the components of the output vector for problems such as multi-output learning, multitask learning, etc. We extend the proposed methods to the lifelong learning setting where the shared feature representation learned from the previous tasks is used to solve unseen tasks.

Later in this chapter, we consider a continuous lifelong learning setting in which both the tasks and the examples of the tasks arrive in an online fashion, without any predetermined order. We propose a novel method called Online Output Kernel Learning Algorithm (OOKLA) for lifelong learning setting by jointly re-estimating the inter-task relationships (output kernel) and the per-task model parameters at each round. To avoid the memory explosion, a robust budget-limited version of the proposed algorithm is introduced, which efficiently utilizes the relationships between the tasks to bound the total number of representative examples in the support set.

Related Work

The concept of lifelong learning was first proposed by Thrun and Mitchell [1995] in autonomous robot learning. There has been a very little progress in lifelong learning until very recently. Never-Ending Language Learner (NELL) continuously learns to extract facts from the web and updates its confidence in the previous beliefs [75]. Curriculum learning [17] and self-paced learning [65] defines either a predefined or adaptive curriculum for the learner to acquire knowledge in a progression of easier-to-harder tasks. Efficient Lifelong Learning Algorithm (ELLA), on the other hand, learns shared basis from tasks that arrive sequentially and new tasks are represented as a sparse linear combination of the columns of this shared basis [96]. This work was further extended to policy gradient search for lifelong learning setting [7]. The recent survey of lifelong learning approaches and their challenges can be found in [99]. This chapter provides an efficient way to learn from multiple related tasks in the lifelong learning setting.

Most lifelong learning approaches use a single model for all the tasks or reuse the models from the previous tasks to build a model for the new task ([5, 12, 51, 85, 86, 90, 94, 96]). These approaches either increase the computation time on iterations where we encounter a novel task or reduce the prediction power of the model learned from the previous tasks due to catastrophic forgetting. To the best of our knowledge, relationships among the tasks have not been successfully exploited in the lifelong learning setting due to the difficulty in learning a positive semi-definite task relationship matrix in large-scale applications.

In related works, Cavallanti et al. [25] assume that relationships between the tasks are available a priori. However often such task-relation prior knowledge is either unavailable or infeasible to obtain for many applications especially when the number of tasks $K$ is large ([113]) and/or when the manual annotation of task relationships is expensive ([62]). [97] formulated the learning of task relationship matrix as a Bregman-divergence minimization problem w.r.t. positive definite matrices. The model suffers from high computational complexity as semi-definite programming is required when updating the task relationship matrix at each online round. We show that with a different formulation, we can obtain a similar but much cheaper updating rule for learning the inter-task weights. [80] proposed an efficient method for learning the task relationship matrix.
using the cross-task performance measure, but their approach learns only the positive correlation between the tasks. Our proposed approach learns positive and negative correlations between the tasks for robust transfer of knowledge from the previously learned tasks.

Recent work in output kernel learning estimate the task covariance matrix in RKHS space, inferred it directly from the data ([40, 54, 101]). The task covariance matrix is called the output kernel defined on the tasks, similar to the scalar kernel on the inputs. Most recently, [54] showed that for a class of regularization functions, we can efficiently learn this output kernel. Unfortunately most of the proposed methods for learning output kernels require access to the entire data for the learning algorithm, a luxury unavailable in online learning and especially in the lifelong learning setting.

4.1 Self-Paced Multitask Learning with Shared Knowledge

Self-paced learning, inspired by established human education principles, defines a new machine learning paradigm based on a curriculum defined dynamically by the learner ("self-paced") instead of a fixed curriculum set a-priori by a teacher [17]. It is an iterative approach that alternatively learns the model parameters and selects easier instances at first, progressing to harder ones [65]. However, naive extension of self-paced learning to the multitask setting may result in intractable increases in the number of learning parameters and therefore inefficient use of shared knowledge among the tasks. Existing work in this area is not scalable and/or lacks sufficient generality to apply to several multitask learning challenges [69].

Not all tasks are equal. Some tasks are easy to learn and some tasks are complex, facilitated by previously learned tasks to solve it efficiently. For example, classification task of whether an image has a bird or not can be learned by solving easier component tasks first such as Is there a wing?, Is there a beak?, Does it have feathers?, etc. The knowledge learned from these previously learned easier tasks can be used to solve the complex tasks effectively and such shared knowledge plays an important role in transfer of information between these tasks. This phenomenon is more evident in many real-world data such as object detection, weather prediction, landmine detection, etc.

We introduce a new learning framework for multiple tasks that addresses the aforementioned issues. It starts with easier set of tasks, and gradually introduces more difficult ones to build the shared knowledge base. Our proposed method provides a natural way to specify the trade-off between choosing the easier tasks to update the shared knowledge and learning new tasks using the knowledge acquired from previously learned tasks. Our proposed framework based on self-paced learning for multiple tasks addresses these three key challenges: 1) it embeds task selection into the model learning; 2) it gradually learns the shared knowledge at the system’s own pace; 3) it is generalizable to a wider group of multitask problems.

We first briefly introduce the self-paced learning framework. Next, we describe our proposed approach for self-paced multitask learning with efficient learning of latent task weights. We give a probabilistic interpretation of these task weights, based on their training errors. We apply our learning framework to a few popular multitask problems such as Multitask Feature Learning, Multitask Learning with Alternating Structure Optimization (ASO), Mean regularized Multitask Learning and show that self-paced multitask learning significantly improves the learning
performance of the original problem. In addition, we evaluate our method against several algorithms for sequential learning of multiple tasks.

4.1.1 Background

Given a set of \( N \) training instances along with their labels \((x_i, y_i)_{i \in [N]}\), the general form of the objective function for single task learning is given by:

\[
\mathcal{E}_\lambda \{\hat{w}\} = \arg \min_w \sum_{i \in [N]} \ell(y_i, f(x_i, w)) + \rho_\gamma(w)
\]  

(4.1)

where \( \rho_\gamma(w) \) is the regularization term on the model parameters and typically it is set to \( \rho_\gamma(w) = \gamma ||w||_2^2 \) (ridge or L2 penalty) or \( \gamma ||w||_1 \) (lasso or L1 penalty). \( \gamma \) is the regularization parameter and \([N]\) is the index set \{1, 2, \ldots N\}.

Self-paced learning (SPL) provides a strategy for simultaneously selecting the easier instances and re-estimating the model parameters \( w \) at each iteration [65]. We assume a linear predictor function \( f(x_i, w) \) with unknown parameter \( w \). Self-paced learning solves the following objective function:

\[
\mathcal{E}_\lambda \{\hat{w}, \hat{\tau}\} = \arg \min_{w, \tau \in \Omega} \sum_{i \in [N]} \tau_i \ell(y_i, f(x_i, w)) + \rho_\gamma(w) + \lambda r(\tau)
\]  

(4.2)

where \( r(\tau) \) is the regularization term, \( \Omega \) is the domain space of \( \tau \), \( \rho_\gamma(w) \) is the regularization term on model parameters \( w \) as defined earlier, and \( \lambda \) is the regularization parameter that identifies the difficulty of the instances. There are two unknowns in equation 4.2: model parameter vector \( w \) and the selection parameter \( \tau \) (restricted to the domain \( \Omega \)).

A common choice of the constraint space \( C = \{\rho_\gamma(w), r(\tau), \Omega\} \) in SPL is \( \{\gamma ||w||_2^2, -||\tau||_1\}, \{0, 1\}^N\}. \) See [55] for more examples on the constraint space. With this setting, equation 4.2 is a bi-convex optimization problem over \( w \) and \( \tau \), which can be efficiently solved by alternating minimization. Given a fixed \( \tau \), the solution for \( w \) can be obtained using any off-the-shelf solver and for a fixed \( w \), solution for \( \tau \) can be given as follows:

\[
\hat{\tau}_i = \begin{cases} 
1 & \text{if } \ell(y_i, f(x_i, w)) < \lambda \\
0 & \text{otherwise}
\end{cases} 
\]  

(4.3)

There exists an intuitive explanation for this alternative search strategy: 1) when updating \( \tau \) with a fixed \( w \), a sample whose loss is smaller than a certain threshold \( \lambda \) is taken as an “easy” sample because it is a sample with “less error”, and will be selected in training (\( \tau^*_i = 1 \)) or otherwise unselected (\( \tau^*_i = 0 \)); 2) when updating \( w \) with a fixed \( \tau \), the classifier is trained only on the selected “easy” samples. When \( \lambda \) is small, only “easy” samples with small losses will be considered.

4.1.2 Learning with Shared Knowledge

Suppose we are given \( T \) tasks where the \( t \)-th task is associated with \( N_t \) training examples. Denote by \( \{(x_i^t, y_i^t)\}_{i=1}^{N_t} \) and \( \mathcal{L}(y_t, f(X_t, w_t)) = \frac{1}{N_t} \sum_{i \in [N_t]} \ell(y_i^t, f(x_i^t, w_t)) \) the training set and loss for
task $t$, respectively. In this section, we consider a more general formulation for multitask learning, which is given by [15, 20, 44]:

$$
E\{\hat{W}, \hat{\Theta}\} = \arg\min_{W, \Theta \in \Gamma} \sum_{t \in [T]} L(y_t, f(X_t, w_t)) + P_{\gamma}(W, \Theta)
$$

(4.4)

where $P_{\gamma}(W, \Theta)$ is the regularization term on task parameters $W$, $\Theta$ is the knowledge shared among the tasks which depends on the problem under consideration. We assume that $P_{\gamma}(W, \Theta)$ can be written as $\sum_{t \in [T]} P_{\gamma}(w_t, \Theta)$, such that, for a given $\Theta$, the above objective function decomposes into $T$ independent optimization problems. $P_{\gamma}(w_t, \Theta)$ gives a scoring function on how easier the task is, compared to that of the learned knowledge $\Theta$. Several multitask learning problems fall under this general characterization. For example, Multitask Feature Learning (MTFL), Regularized Multitask Learning (MMTL), Multitask learning with manifold regularization (MTML), Multitask learning via Alternating Structure Optimization (MTASO), Sparse coding for multitask learning (SC-MTL), etc [4, 8, 43, 44, 74]. With this formulation, one can easily extend the SPL framework to multitask setting, by considering instance weights for each task.

$$
E_{\lambda}\{\hat{W}, \hat{\Theta}, \hat{\tau}\} = \arg\min_{W, \Theta \in \Gamma} \sum_{t \in [T]} \frac{1}{N_t} \sum_{i \in [N_t]} \tau_i \ell(y^t_i, f(x^t_i, w_t)) + P_{\gamma}(w_t, \Theta) + \lambda r(\tau)
$$

(4.5)

But there are two key issues with this naive extension of SPL: 1) The above formulation fails to effectively utilize the knowledge shared among the tasks; 2) The number of unknown parameters $\tau$ grows with the total number of instances $N = \sum_t N_t$ from all the tasks. This is a serious problem especially when the number of tasks $T$ is large [113] and/or when manual annotation of task instances is expensive [62].

To address these issues, we consider task-level weights, instead of instance-level weights. Our motivation behind this approach is based on the human educational process. When students learn a new concept, they (or their teachers) choose a new task that is relevant to their recently-acquired knowledge, rather than more distant tasks or concepts or other haphazard selections. Inspired by this interpretation, we propose the following objective function for Self-Paced Multitask Learning (spMTL):

$$
E_{\lambda}\{\hat{W}, \hat{\Theta}, \hat{\tau}\} = \arg\min_{W, \Theta \in \Gamma} \sum_{t \in [T]} \tau_t \left[L(y_t, f(X_t, w_t)) + P_{\gamma}(w_t, \Theta)\right] + \lambda r(\tau)
$$

(4.6)

Note that the number of parameters $\tau_t$ depends on $T$ instead of $N$ and the $\tau_t$ depends on both the training error of the task and the task regularization term for the shared knowledge $\Theta$.

The pseudo-code is in Algorithm 9. The learning algorithm defines a task as "easy" task if it has low training error $\frac{1}{N_t} \sum_{i \in [N_t]} \ell(y^t_i, f(x^t_i, w_t))$ and similar to the shared knowledge representation $P_{\gamma}(w_t, \Theta)$. These tasks will be selected in building the shared knowledge $\Theta$. Following Equation

Input : $D = \{(X_t, y_t)\}_{t=1}^T, \Theta^{(0)}, c > 1$

Output : $W, \Theta$

$k \leftarrow 1, \lambda \leftarrow \lambda_0$

repeat
  $w_t^{(k)} \leftarrow \arg\min_w \mathcal{L}(y_t, f(X_t, w)) + P_\gamma(w, \Theta^{(k-1)}) \ \forall t$

  $\tau_t^{(k)} \leftarrow \arg\min_{\tau_t} \sum_{t \in [T]} \tau_t^{(k)} P_\gamma(w_t^{(k)}, \Theta)$

  $\lambda \leftarrow c\lambda$

  $k \leftarrow k + 1$

until $\|\tau^{(k)} - \tau^{(k-1)}\|^2 \leq \epsilon$

4.3, by setting $C = \{\gamma||w||^2, -||\tau||_1, [0, 1]^N\}$, we can define $\tau_t$ as $^1$

$$\hat{\tau}_t = \begin{cases} 1 & \text{if } \mathcal{L}(y_t, f(X_t, w_t^{(k)})) + P_\gamma(w_t^{(k)}, \Theta^{(k-1)}) < \lambda \\ \delta & \text{otherwise} \end{cases} \ \forall t \in [T] \quad (4.7)$$

For multitask setting, it is desirable to consider an alternative constraint space that gives probabilistic interpretation for $\tau$. By setting $C = \{\gamma||w||^2, -H(\tau), \Delta^{N-1}\}$, we get

$$\hat{\tau}_t \propto \exp(-[\mathcal{L}(y_t, f(X_t, w_t)) + P_\gamma(w_t, \Theta)]/\lambda), \quad (4.8)$$

where $H(\tau) = -\sum_{t \in [T]} \tau_t \log \tau_t$ denotes the entropy of the probability distribution $\tau$ over the tasks. The key idea is that the algorithm, at each iteration, maintains a probability distribution over the tasks to identify the simpler tasks based on the shared knowledge. Similar approach has been used in learning relationship between multiple tasks in an online setting [80]. Using this representation, we can use $\tau$ to sample, at each iteration, the "easy" tasks and thus makes the learning problem scalable using stochastic approximation when the number of tasks is large. It is worth noting that our framework can easily handle outlier tasks by a simple modification to Algorithm 9. Since outlier tasks are different from the main tasks and are usually difficult to learn, we can take advantage of this simple observation for early stopping, before the algorithm visits all the tasks [92].

Our algorithm can be easily generalized to other types of updating rules by replacing $\exp$ in (4.8) with other functions. In latter cases, however, $\tau$ may no longer have probabilistic interpretations. Algorithm 9 shows the basic steps in learning the task weights and the shared knowledge. The algorithm uses an additional parameter $'c'$ that controls the learning pace of the self-paced procedure. Typically, $'c'$ is set to some value greater than 1 (in our experiments, we set it to 1.1) such that, at each iteration, the threshold $\lambda$ is relaxed to included more tasks. The input to the algorithm also takes $\Theta^{(0)}$, initial knowledge about the domain and can be initialized based on some external sources.

$^1$For correctness of the algorithm, we set $\tau_t = \delta$ for the hard tasks, instead of $\tau_t = 0$ with $\delta = 0.01$. 52
Handling Outlier Tasks

Our framework can easily handle outlier tasks by a simple modification to Algorithm 9. Since outlier tasks are different from the main tasks and are usually difficult to learn, we can take advantage of this simple observation for early stopping, before the algorithm visits all the tasks (i.e., \( \mathcal{A} = \{T\} \)). Here, we introduce two early stopping criteria to achieve our goal. First, we consider the maximum value that the \( \lambda \) can take: \( \lambda_{\text{max}} \). Second, we learn the joint \( \Theta \) until our active set contains consider number of tasks in the pool: \( |\mathcal{A}| < T \).

4.1.3 Motivating Examples

We give three examples to motivate our self-paced learning procedure. We briefly discuss how our algorithm alters the learning pace of the original problem. Note that the existing implementation of these problems can be easily "self-paced", by simply adding a few lines of code to get a better performance of the original problem. We refer the readers to [4, 8, 43] for additional background.

**Example 1: Self-Paced Mean Regularized Multitask Learning (spMMTL)**

Mean Regularized Multitask learning assumes that all task parameters are close to some fixed parameter \( w_0 \) in the parameter space. spMMTL learns \( \tau \) to select the easy tasks based on the distance of each task parameter \( w_t \) from \( w_0 \).

\[
E_{\text{MMTL}, \lambda} = \arg\min_{\{w_1, w_2, \ldots, w_T\}} \sum_{t \in \{T\}} \tau_t L(y_t, f(X_t, w_t)) + \gamma \|w_t - w_0\|_2^2 + \lambda \|\tau\|_1
\]  

(4.9)

In the above objective function, we can get the closed-form solution for \( w_0 \) as \( w_0 = \frac{1}{T} \sum_{t=1}^{T} w_t \) which is the mean of the task parameters.

**Example 2: Self-paced Multitask Feature Learning (spMTFL)** Multitask feature learning learns a common feature representation \( D \) shared across multiple related tasks. In addition to learning the task parameters and the shared feature representation, spMTFL learns \( \tau \) to select the easy tasks first, defined by the learning parameter \( \lambda \). The algorithm starts with these easy tasks to learn the shared feature representation which is used for solving progressively harder tasks.

\[
E_{\text{MTFL}, \lambda} = \arg\min_{\{w_1, w_2, \ldots, w_T\}} \sum_{t \in \{T\}} \tau_t L(y_t, f(X_t, w_t)) + \gamma \sum_{t \in \{T\}} \tau_t \langle w_t, D^{-1} w_t \rangle + \lambda r(\tau)
\]  

(4.10)

The value of \( \tau_t \) determines the importance of a task in learning this shared feature representation, i.e., tasks with high probability contributes more towards learning \( D \) than the tasks with low probability.

**Example 3: Self-paced Multitask learning with Alternating Structure Optimization (spMTASO)**

Alternating Structure Optimization learns a shared low-dimensional predictive structure \( U \) on a hypothesis space from multiple-related tasks. This low-dimensional structure along with the
low-dimensional model parameters \( v_t \) are learned gradually from easy tasks guided by \( \tau \).

\[
\mathcal{E}_{MTASO,\lambda} = \arg \min_{\{w_1, w_2, \ldots, w_T\}} \sum_{t \in [T]} \tau_t L(y_t, f(X_t, w_t)) + \gamma \sum_{t \in [T]} \tau_t \|w_t - U^T v_t\|^2_2 + \lambda r(\tau) \tag{4.11}
\]

**Example 4: Self-paced Multitask learning with Manifold regularization (spMTML)**

Manifold-regularized multitask learning assumes that all the task parameters lie on a manifold \( \mathcal{M} \). It alternatively learns the task parameters and the manifold. Our proposed learning algorithm 9 chooses the tasks that are good representatives for constructing a reliable manifold structure. The objective function for \( spMTML \) is given as follows:

\[
\mathcal{E}_{MTML,\lambda} = \arg \min_{\{w_1, w_2, \ldots, w_T\}} \sum_{t \in [T]} \tau_t L(y_t, f(X_t, w_t)) + \gamma \sum_{t \in [T]} \tau_t \|w_t - w_t^M\|^2_2 + \lambda r(\tau) \tag{4.12}
\]

where \( w_t^M = g(h(w_t)) \) is the projection distance of \( w_t \) from the manifold \( \mathcal{M} \).

**4.1.4 Experiments**

All reported results in this section are averaged over 10 random runs of the training data. Unless otherwise specified, all model parameters are chosen via 3-fold cross validation. For all the experiments, we update the \( \tau \) values using the equation 4.8. We evaluate our self-paced multitask learning algorithm on the four well-known multitask problems (MML, MTFL, MTASO), briefly discussed in the previous section. We also compare our results with Independent multitask learning (ITL) where each task is learned independently and Single-task learning (STL) where we learn a single model by pooling together data from all the tasks.

**Synthetic Experiment**

**Synthetic data (syn1)** consists of 30 tasks that belong to 3 groups of tasks with 15 training examples per task. We generate the task parameters as in [56]. Each example consists of 20 features. We randomly select a subset of tasks and increase their variance \((\sigma = 25)\), and variances for the rest of the tasks are set to be low \((\sigma = 5)\) in order to simulate the difference between easy and hard tasks. With this setting, we expect that our self-paced learning algorithm should be able to learn the shared knowledge from the easier tasks and use this knowledge to improve the performance of the harder tasks.

**Synthetic data (syn2)** consists of 30 tasks with 15 training examples per task as before. We randomly generate a 30-dimensional vector \((s_1, s_2, s_3, \ldots, s_{30})\) such that the parameter for each task \( t \) is given as \( w_t = (s_1, s_2, \ldots, s_t, 0, 0, \ldots, 0) \) and each example consists of 30 features. The dataset is constructed in such a way that learning the task \( t \) is easier than learning the task \( t + 1 \) and so on.

The result for **syn1** and **syn2** are shown in Table 4.1. We report the RMSE (mean and std) of our methods. All of our self-paced methods perform better than their baseline methods on average in both the synthetic datasets. Figure 4.1 (bottom-left) shows the \( \tau \) learned using self-paced
Figure 4.1: Error of MTFL and ITL vs. Error of spMTFL calculated for syn2 dataset (Top-left). Values of \( \hat{\tau} \) from spMTFL at each iteration calculated for syn2 dataset (Top-right). Error of MTFL and ITL vs. Error of spMTFL calculated for school and cs datasets (Middle). Convergence of the algorithm with varying threshold \( \lambda \) (Bottom-left) calculated from spMTFL for school dataset. Convergence of the algorithm with different learning pace \( c' \) (Bottom-right) calculated from spMTFL for cs dataset. The experiment shows \( c' = 1.1 \) for learning pace yields a stable performance.

Task selection (spMTFL) at each iteration. We can see that the tasks are selected based on their difficulty and the number of features used in each task. Figure 4.1 (top-left) shows the task-specific test errors for syn2 dataset (spMTFL vs. their corresponding baseline methods MTFL and ITL). Each red point in the plot compares the RMSE of ITL with spMTFL and each blue point compares
Table 4.1: Average performance on six datasets: means and standard errors over 10 random runs.

<table>
<thead>
<tr>
<th>Models</th>
<th>syn1</th>
<th>syn2</th>
<th>school</th>
<th>cs</th>
<th>sentiment</th>
<th>landmine</th>
</tr>
</thead>
<tbody>
<tr>
<td>STL</td>
<td>1.60 (0.02)</td>
<td>4.16 (0.09)</td>
<td>12.13 (0.08)</td>
<td>2.45 (0.13)</td>
<td>58.49 (0.40)</td>
<td>74.11 (0.50)</td>
</tr>
<tr>
<td>ITL</td>
<td>1.13 (0.07)</td>
<td>3.25 (0.10)</td>
<td>12.00 (0.04)</td>
<td>1.99 (0.14)</td>
<td>68.39 (0.34)</td>
<td>74.39 (1.11)</td>
</tr>
<tr>
<td>MMTL</td>
<td>1.12 (0.07)</td>
<td>3.24 (0.10)</td>
<td>12.10 (0.08)</td>
<td>1.99 (0.18)</td>
<td>68.54 (0.27)</td>
<td>75.50 (1.86)</td>
</tr>
<tr>
<td>spMMTL</td>
<td>1.03 (0.05)</td>
<td>3.24 (0.10)</td>
<td><strong>10.34 (0.06)</strong></td>
<td>1.89 (0.10)</td>
<td>68.54 (0.26)</td>
<td>75.73 (1.29)</td>
</tr>
<tr>
<td>MTFL</td>
<td>0.81 (0.06)</td>
<td>2.82 (0.13)</td>
<td>12.06 (0.08)</td>
<td>1.91 (0.18)</td>
<td>68.91 (0.31)</td>
<td>75.67 (1.03)</td>
</tr>
<tr>
<td>spMTFL</td>
<td>0.73 (0.05)</td>
<td><strong>2.34 (0.12)</strong></td>
<td><strong>10.99 (0.08)</strong></td>
<td>1.87 (0.15)</td>
<td><strong>75.60 (0.17)</strong></td>
<td><strong>76.92 (1.06)</strong></td>
</tr>
<tr>
<td>MTASO</td>
<td>0.56 (0.03)</td>
<td>2.66 (0.16)</td>
<td>11.14 (0.10)</td>
<td>1.38 (0.19)</td>
<td>72.03 (0.18)</td>
<td>72.58 (1.46)</td>
</tr>
<tr>
<td>spMTASO</td>
<td>0.52 (0.03)</td>
<td><strong>2.54 (0.14)</strong></td>
<td>11.14 (0.11)</td>
<td><strong>1.12 (0.17)</strong></td>
<td>72.36 (0.19)</td>
<td><strong>75.73 (1.46)</strong></td>
</tr>
</tbody>
</table>

The RMSE of MTFL vs. spMTFL. Points above the line $y = x$ show that the self-paced methods does better than ITL or their MTL baseline methods. From the (MTFL vs. spMTFL) plot, we can see that our self-paced learning method spMTFL achieves significant improvement on harder tasks (blue points in top-right) compared to the easier tasks (blue points in bottom-left). Based on our learning procedure, these harder tasks must have been learned at the later part of the learning and thus efficiently utilize the knowledge learned from the easier tasks to improve their performances. Similar behaviour can be observed in the other two plots. Note that some of the points fall slightly below the $y = x$ line, but since the decrease in performance of these tasks are small, it has very little impact on the overall score. We believe this can be avoided if we tune different regularization parameter $\lambda_t$ for each task. However, this will increase the number of parameters to tune in addition to the task weight parameters $\tau$.

**Evaluation on Real Data**

We use the following benchmark real datasets for our experiments on self-paced multitask learning.

**London School data** (*school*) consists of examination scores of 15,362 students from 139 schools in London. Each school is considered as a task and the feature set includes year of the examination, four school-specific and three student-specific features. We replace each categorical feature with one binary variable for each possible feature value, as suggested in [9]. This results in 26 features with additional feature to account for the bias term. We use the ten $20\% - 80\%$ train-test splits that came with the dataset for our experiments.

**Computer Survey data** (*cs*) was collected from the ratings of 190 students on each of the 20 different personal computers. Each student here is considered as a single task and the rating ranges from 0 – 10. There are 20 observations in each task. Each computer is represented by
13 different features such as RAM, cache-size, CPU speed, etc. We add an additional feature to account for the bias term. Train-test splits are obtained by selecting 75% − 25%, thus giving 15 examples for training and 5 examples for test set.

**Sentiment Detection data** (sentiment) contains reviews from 14 domains. The reviews are represented by a bag of unigram/bigram *TF-IDF* features from a dictionary of size 28,775. Each review is associated with a rating from \{1, 2, 4, 5\}. We select 1,000 reviews for each domain and create two tasks (500 reviews per task), based on whether the rating is 5 or not and whether the rating is 1 or not, in order to represent the different levels of sentiment. This gives us 28 binary classification tasks. We use 120 reviews per task for training and the rest of the reviews for test set.

**Landmine Detection data** (landmine) consists of 19 tasks collected from different landmine fields. Each task is a binary classification problem: landmines (+) or clutter (−) and each example consists of 9 features extracted from radar images. Landmine data is collected from two different terrains: tasks 1-10 are from highly foliated regions and tasks 11-19 are from desert regions, therefore tasks naturally form two clusters. We use 80 examples from each task for training and the rest as the test data. We repeat the experiments on 10 (stratified) splits to measure the performance reliably. Since the dataset is highly skewed, we use *AUC* score to compare our results.

Table 4.1 summarizes the performance of our methods on the four real datasets. We can see that our proposed self-paced learning algorithm does well on almost all datasets. As in our synthetic experiments, we observe that *spMTFL* performs significantly better than *MTFL*, which is a state-of-the-art method for multitask problems. It is interesting to see that when the self-paced learning procedure doesn’t help the original algorithm, it doesn’t perform worse than the baseline results. In such cases, our self-paced learning algorithm gives equal probability to all the tasks (\(\tau_t = \frac{1}{T}, \forall t \in [T]\)) within the first few iterations. Thus the proposed self-paced methods reduce to their original methods and the performance of the self-paced methods are on par with their baselines.

We also notice that if a dataset doesn’t adhere to the assumptions of a model, such as task parameters lie on a manifold or low-dimensional space, then our self-paced methods result in little improvement, as it can be seen in *cs* (and also in *sentiment* for *spMTASO*). It is worth mentioning that our proposed self-paced multitask learning algorithm does exceptionally better in *school*, which is a benchmark dataset for multitask experiments in the existing literature [4, 63]. Our proposed methods achieve as much as 14% improvement over their baselines on some experiments. Figures (top-middle) and (top-right) show the task-specific errors for *school* and *cs* dataset. We can see similar pattern as in *syn2*. The easier tasks learned at an earlier stage help the harder tasks at the later stages as it is evident from these plots.

**Comparing *spMTFL* with Sequential Learning Algorithms**

In this section, we briefly review two learning methods and compare them to our proposed learning algorithm. Both these methods learn from multiple tasks sequentially in a specific order to either improve the learning performance or to speedup the algorithm. Pentina et al. (2015) propose a curriculum learning method (*CL*) for multiple tasks to find the best order of tasks to be learned based on training error. The tasks are solved in a sequential manner based on this order by
transferring information from the previously learned tasks to the next ones through shared task parameters. They show that this sequential learning of tasks in a meaningful order can be superior than solving the tasks simultaneously. The objective function of $CL$ for learning the best task order and the task parameters is given as follows:

$$E_{CL} = \arg\min_{\{w_1, w_2, \ldots, w_T\}} \sum_{t \in [T]} L(y_{\pi(t)}, f(X_{\pi(t)}, w_{\pi(t)})) + \gamma \sum_{t \in [T]} ||w_{\pi(t)} - w_{\pi(t-1)}||^2_2$$  \hspace{1cm} (4.13)$$

where $\Psi_T$ is the symmetric group of all permutations over $[T]$. Since, minimizing with respect to all possible permutations $\pi \in \Psi_T$ is an expensive combinatorial problem, they suggest a greedy, incremental procedure for approximating the task order. Their method shares with ours the motivation of learning from easier tasks first, and then gradually add more difficult tasks, based on training errors. But unlike our proposed method, which utilizes shared knowledge from all previous tasks, their method does not allow sharing between different levels of task relatedness. In addition, the Euclidean distance based regularization in their objective function forces the parameter of newly learned task to be similar to its immediate predecessor. This more myopic approach can be a restrictive assumption for many applications.

Perhaps the most relevant work to ours in the context of lifelong learning is from [96], which learns the shared basis $L$ from tasks that arrives sequentially. They propose an efficient online multitask learning algorithm ($ELLA$) that allows the transfer of knowledge from previously learned tasks to the new tasks using this shared basis. The task parameters are represented as a sparse linear combination of the columns of the shared basis $w_t = Ls_t$. The motivation for $ELLA$ and our method are significantly different. Whereas $ELLA$ tries to achieve nearly identical to the performance of batch MTL with increased speedup in learning, our proposed method focuses on improving the learning performance over that of the original algorithm, with minimal changes to said original algorithm. Unlike our proposed method, $ELLA$ cannot be easily generalized to existing multitask problems. It only uses efficient update equations specific to their proposed objective function.

Figure 4.2: Average performance on landmine for sequential learning algorithms and spMTFL: means and standard errors over 10 random runs. We use $(1 - AUC)$ score as our performance measure for comparison. Mean $AUC$ score is shown in the bracket.
ELLA optimizes the following objective function:

\[
E_{ELLA} = \arg \min_{L, \{s_1, s_2, \ldots, s_T\}} \frac{1}{T} \sum_{t \in [T]} \mathcal{L}(y_t, f(X_t, Ls_t)) + \mu \|s_t\|_1 + \lambda \|L\|_2^2.
\] (4.14)

Finally, we compare our self-paced multitask learning algorithm against these sequential multitask learning algorithms (curriculum learning for multiple tasks [87] and efficient lifelong learning [95, 96]). We choose \textit{spMTFL} for comparison based on its overall performance in the previous experiments. We use landmine dataset for evaluation. We use different variant of ELLA for fair comparison against our proposed approach. The original ELLA algorithm assumes that the tasks arrive randomly and the lifelong learner has no control over their order (ELLA-random).

Ruvolo and Eaton (2013) show that if the learner can choose the next task actively, it can improve the learning performance using as few tasks as possible. They proposed two active task selection procedures for choosing the next best task: 1) Information Maximization (ELLA-informax) chooses the next task to maximize the expected information gain about the basis \(L\); 2) Diversity (ELLA-diversity) chooses the next task as the one that the current basis \(L\) is doing the worst performance. Both these approaches select the tasks that are significantly different from the previously learned tasks (active task selection), rather than a progression of tasks that build upon each other. Our proposed method selects the task based on the training error and its relevance to the shared knowledge learned from the previous tasks (self-paced task selection).

Figure 4.2 shows the task-specific test performance results for this experiment on landmine dataset. We compare our results from \textit{spMTFL} against CL and variants of ELLA. We use \((1 - AUC)\) score for our comparison. As in Figure 4.1, points above the line \(y = x\) show that the \textit{spMTFL} does better than the other sequential learning methods. We can see that \textit{spMTFL} outperforms all the baselines on average (76.92). Compared to \textit{spMTFL}, \textit{CL} performs better on easier tasks but worse on harder tasks. On the other hand, the performance of the variants of ELLA on harder tasks are comparable to that of our self-paced method, but worse on some easier tasks.

It is interesting to see that the lifelong learning algorithm with active task selection does worse than even ITL for some task selection strategy. It is because ELLA learns the tasks in an online fashion and does not update the previously learned tasks whenever \(L\) is updated. This is less of an issue if the tasks have considerable amount of data, but since we use limited data for our experiment, it hurts the performance of the lifelong learning algorithm significantly.

4.2 Co-Clustering for Multitask and Lifelong Learning

Early work on latent shared representation includes [118], which proposes a model based on Independent Component Analysis (ICA) for learning multiple related tasks. The task parameters are assumed to be generated from independent sources. [9] consider sparse representations common across many learning tasks. Similar in spirit to PCA for unsupervised tasks, their approach learns a low dimensional representation of the observations [38]. More recently, [63] assume that relationships among tasks are sparse to enforce that each observed task is obtained from only a few of the latent features, and from there learn the overlapping group structure among

\[\text{http://www.seas.upenn.edu/~eeaton/software/ELLAv1.0.zip}\]
the tasks. [31] propose a K-means-like procedure that simultaneously clustering different tasks and learning a small pool of \( m \ll T \) shared models. Specifically, each task is free to choose a model from the pool that better classifies its own data, and each model is learned from pooling together all the training data that belongs to the same cluster. [14] propose a similar approach that clusters the \( T \) tasks into \( K \) task-clusters with hard assignments.

These methods compute the factorization of the task weight matrix to learn the shared feature representation and the task structure. This matrix factorization induces the simultaneous clustering of both the tasks and the features in the \( K \)-dimensional latent subspace [70]. One of the major disadvantages of this assumption is that it restricts the model to define both the tasks and the features to have same number of clusters. For example, in the case of sentiment analysis, where each task belongs to a certain domain or a product category such as books, automobiles, etc., and each feature is simply a word from the vocabulary of the product reviews. Clearly, assuming both the features and the tasks have same number of clusters is an unjustified assumption, as the number of feature clusters are typically more than the number of task clusters, but the latter increase more than the former, as new products are introduced. Such a restrictive assumption may (and often does) hurt the performance of the model.

Unlike in the previous work, our proposed approach provides a flexible way to cluster both the tasks and the features. We introduce an additional degree of freedom that allows the number of task clusters to differ from the number of features clusters [39, 112]. In addition, our proposed models learn both the task relationship matrix and the feature relationship matrix along with the co-clustering of both the tasks and the features [47, 100]. Our proposed approach is closely related to Output Kernel Learning (OKL) where we learn the kernel between the components of the output vector for problems such as multi-output learning, multitask learning, etc [40, 101]. The key disadvantage of OKL is that it requires the computation of kernel matrix between every pair of instances from all the tasks. This results in scalability constraint especially when the number of tasks/features is large [113]. Our proposed models achieve the similar effect by learning a shared feature representation common across the tasks.

A key challenge in factoring with the extra degree of freedom is optimizing the resulting objective function. Previous work on co-clustering for multitask learning requires strong assumptions on the task parameters. [122] or not scalable to large-scale applications [114]. We propose an efficient algorithm that scales well to large-scale multitask learning and utilizes the structure of the objective function to learn the factorized task parameters. We formulate the learning of latent variables in terms of a generalized Sylvester equation which can be efficiently solved using the conjugate gradient descent algorithm. We start from the mathematical background and then motivate our approach in Section 4.2.1. Then we introduce our proposed models and their learning procedures in Section 4.2.2. Section 4.3.5 reports the empirical analysis of our proposed models and shows that learning both the task clusters and the feature clusters along with the task parameters gives significant improvements compared to the state-of-the-art baselines in multitask learning.

### 4.2.1 Preliminaries

Suppose we have \( T \) tasks and \( \mathcal{D}_t = \{X_t, Y_t\} = \{(x_{ti}, y_{ti}) : i = 1, 2, ..., N_t\} \) is the training set for each task \( t = \{1, 2, \ldots, T\} \). Let \( W_t \) represent the weight vector for a task indexed by \( t \). These
task weight vectors are stacked as columns of a matrix $W$, which is of size $P \times T$, with $P$ being the feature dimension. Traditional multitask learning imposes additional assumptions on $W$ such as low-rank, $\ell_1$ norm, $\ell_{2,1}$ norm, etc to leverage the shared characteristics among the tasks. In this paper, we consider a similar assumption based on the factorization of the task weight matrix $W$.

In factored models, we decompose the weight matrix $W$ as $FG^\top$, where $F$ can be interpreted as a feature cluster matrix of size $P \times K$ with $K$ feature clusters and, similarly, $G$ as a task cluster matrix of size $T \times K$ with $K$ task clusters. If we consider squared error losses for all the tasks, then the objective function for learning $F$ and $G$ can be given as follows:

$$\arg\min_{F \in \mathbb{R}^{P \times K}, G \in \mathbb{R}^{T \times K}} \sum_{t \in [T]} \left\| Y_t - X_t F G_t^\top \right\|_2^2 + \mathcal{P}_{\lambda_1}(F) + \mathcal{P}_{\lambda_2}(G)$$

(4.15)

In the above objective function, the latent feature representation is captured by the matrix $F$ and the grouping structure on the tasks is determined by the matrix $G$. The predictor $W_t$ for task $t$ can then be computed from $FG_t^\top$, where $G_t$ is the $t$th row of matrix $G$. In the above objective function, $\mathcal{P}_{\lambda_1}(F)$ is a regularization term that penalizes the unknown matrix $F$ with regularization parameter $\lambda_1$. Similarly, $\mathcal{P}_{\lambda_2}(G)$ is a regularization term that penalizes the unknown matrix $G$ with regularization parameter $\lambda_2$. $\Gamma_F$ and $\Gamma_G$ are their corresponding constraint spaces. Without these additional constraints on $F$ and $G$, the objective function reduces to solving each task independently, since any task weight matrix from $F$ and $G$ can also be attained by $W$.

Several assumptions can be enforced on these unknown factors $F$ and $G$. Below we discuss some of the previous models that make some well-known assumptions on $F$ and $G$ and can be written in terms of the above objective function.

(1) **Factored Multitask Learning (FMTL)** [6] considers a squared frobenius norm on both $F$ and $G$.

$$\arg\min_{F \in \mathbb{R}^{P \times K}, G \in \mathbb{R}^{T \times K}} \sum_{t \in [T]} \left\| Y_t - X_t F G_t^\top \right\|_2^2 + \lambda_1 \|F\|_F^2 + \lambda_2 \|G\|_F^2$$

(4.16)

It can be shown that the above problem can equivalently written as the multitask learning with trace norm constraint on the task weight matrix $W$.

(2) **Multitask Feature Learning (MTFL)** [9] assumes that the matrix $G$ learns sparse representations common across many tasks. Similar in spirit to PCA for unsupervised tasks, $MTFL$ learns a low dimensional representation of the observations $X_t$ for each task, using $F$ such that $FF^\top = I_p$.

$$\arg\min_{F \in \mathbb{R}^{P \times K}, G \in \mathbb{R}^{T \times K} : FF^\top = I_p} \sum_{t \in [T]} \left\| Y_t - X_t F G_t^\top \right\|_2^2 + \lambda \|G\|_{2,1}$$

(4.17)

where $K$ is usually set to $P$. It considers an $\ell_{2,1}$ norm on $G$ to force all the tasks to have a similar sparsity pattern such that the tasks select the same latent features (columns of $F$). It is worth noting that the Equation 4.17 can be equivalently written as follows:

$$\arg\min_{W \in \mathbb{R}^{P \times T}, \Sigma \succeq 0} \sum_{t \in [T]} \left\| Y_t - X_t W_t \right\|_2^2 + \lambda tr (WWW^\top \Sigma^{-1}W)$$

(4.18)
which then can be rewritten as multitask learning with a trace norm constraint on the task weight matrix \( W \) as before.

3) **Group Overlap MTL** (GO-MTL) [63] assumes that the matrix \( G \) is sparse to enforce that each observed task is obtained from only a few of the latent features, indexed by the non-zero pattern of the corresponding rows of the matrix \( G \).

\[
\text{arg min}_{F \in \mathbb{R}^{P \times K}, \quad G \in \mathbb{R}^{T \times K}} \sum_{t \in [T]} \left\| Y_t - X_t F G_t^T \right\|_2^2 + \lambda_1 \left\| F \right\|^2_F + \lambda_2 \left\| G \right\|_1
\]  
(4.19)

The above objective function can be compared to dictionary learning where each column of \( F \) is considered as a dictionary atom and each row of \( G \) is considered as their corresponding sparse codes [74].

4) **Multitask Learning by Clustering** (CMTL) [14] assumes that the \( T \) tasks can be clustered into \( K \) task-clusters with hard assignment. For example, if the \( k \)th element of \( G_t \) is one, and all other elements of \( G_t \) are zero, we say that task \( t \) is associated with cluster \( k \).

\[
\text{arg min}_{F \in \mathbb{R}^{P \times K}, \quad G \in \mathbb{R}^{T \times K}} \sum_{t \in [T]} \left\| Y_t - X_t F G_t^T \right\|_2^2 + \lambda_1 \left\| F \right\|^2_F
\]  
(4.20)

The constraints \( G_t \in \{0, 1\}^K \), \( \|G_t\|_2 = 1 \) ensure that \( G \) is a proper clustering matrix. Since the above problem is computationally expensive as it involves solving a combinatorial problem, the constraint on \( G \) is relaxed as \( G_t \in [0, 1]^K \).

These four methods require the number of task clusters to be same as the number of features clusters, which as mentioned earlier, is a restrictive assumption that may and often does hurt performance. In addition, these methods do not leverage the inherent relationship between the features (via \( F \)) and the relationship between the tasks (via \( G \)). Note that these objective functions are bi-convex problems where the optimization is convex in \( F \) when fixing \( G \) and vice versa. We cannot achieve globally optimal solution but one can show that algorithm reaches the locally optimal solution in a fixed number of iterations.

**4.2.2 Proposed Methods: BiFactor MTL and TriFactor MTL**

**BiFactor MTL**

Existing models do not take into consideration both the relationship between the tasks and the relationship between the features. Here we consider a more general formulation that in addition to estimating the parameters \( F \) and \( G \), we learn their task relationship matrix \( \Omega \) and the feature relationship matrix \( \Sigma \). We call this framework **BiFactor** multitask learning, following the factorization of the task parameters \( W \) into two low-rank matrices \( F \) and \( G \).

\[
\text{arg min}_{F \in \mathbb{R}^{P \times K}, \quad G \in \mathbb{R}^{T \times K}, \quad \Sigma \succeq 0, \quad \Omega \succeq 0} \sum_{t \in [T]} \left\| Y_t - X_t F G_t^T \right\|_2^2 + \lambda_1 tr(F^T \Sigma^{-1} F) + \lambda_2 tr(G^T \Omega^{-1} G)
\]  
(4.21)

In the above objective function, we consider \( \mathcal{P}_{\lambda_1}(F) \) and \( \mathcal{P}_{\lambda_2}(G) \) to learn task relationship and feature relationship matrices \( \Sigma \) and \( \Omega \). The motivation for these regularization terms is based
on [9, 121] where they considered separately either the task relationship matrix $\Omega$ or the feature relationship matrix $\Sigma$. Note that the value of $K$ is typically set to value less than $\min(P, T)$.

It is easy to see that by setting the value of $G$ to $I_T$ \(^3\), our objective function reduces to multitask feature learning ($MTFL$) discussed in the previous section. Similarly, by setting the value of $F$ to $I_P$ \(^4\), our objective function reduces to multitask relationship learning ($MTRL$) \cite{121}. If we set $\Omega = I_T$ and $\Sigma = I_P$, we obtain the factored multitask learning setting ($FMTL$) defined in Equation 4.16. Hence the prior art can be cast as special cases of our more general formulation by imposing certain limiting restrictions.

**Optimization for BiFactor MTL**

We propose an efficient learning algorithm for solving the above objective function $BiFactor$ MTL. Consider an alternating minimization algorithm, where we learn the shared representation $F$ while fixing the task structure $G$ and we learn the task structure $G$ while fixing the shared representation $F$. We repeat these steps until we converge to the locally optimal solution.

Optimizing w.r.t $F$ gives an equation called generalized Sylvester equation of the form $AQB^T + CQD^T = E$ for the unknown $Q$. We will show in the next section on how to solve these linear equation efficiently. From the objective function, we have:

$$\sum_t (X_t^T X_t)F(G_t^T G_t) + \lambda_1 \Sigma^{-1} F = \sum_t X_t^T Y_t G_t$$

(4.22)

Optimizing w.r.t $G$ for squared error loss results in the similar linear equation:

$$(F^T X_t^T X_t F)G_t + \lambda_1 \Omega^{-1} G = F^T X_t^T Y_t$$

(4.23)

Optimizing w.r.t $\Omega$ and $\Sigma$: The optimization of the above function w.r.t $\Omega$ and $\Sigma$ while fixing the other unknowns can be learned easily with the following closed-form solutions \cite{121}:

$$\Omega = \frac{(GG^T)^{\frac{1}{2}}}{tr((GG^T)^{\frac{1}{2}})}$$

$$\Sigma = \frac{(FF^T)^{\frac{1}{2}}}{tr((FF^T)^{\frac{1}{2}})}$$

**TriFactor MTL**

As mentioned earlier, one of the restrictions in $BiFactor$ MTL and factored models is that both the number of feature clusters and task clusters should be set to $K$. This poses a serious model restriction, by assuming both the latent task and feature representation live in a same subspace. Such assumption can significantly hinder the flexibility of the model search space and we address this problem with a modification to our previous framework.

Following the previous work in matrix tri-factorization, we introduce an additional factor $S$ such that we write $W$ as $FSG^T$ where $F$ is a feature cluster matrix of size $P \times K_1$ with $K_1$

\(^3\)Identity matrix of size $T \times T$ (assuming that the rank $K$ is set to $T$)

\(^4\)Identity matrix of size $P \times P$ (assuming that the rank $K$ is set to $P$)
feature clusters and $G$ is a task cluster matrix of size $T \times K_2$ with $K_2$ task clusters and $S$ is the matrix that maps feature clusters to task clusters. With this representation, latent features lie in a $K_1$ dimensional subspace and the latent tasks lie in a $K_2$ dimensional subspace.

$$\arg \min_{F \in \mathbb{R}^{P \times K_1}, \ G \in \mathbb{R}^{T \times K_2}, \ S \in \mathbb{R}^{K_1 \times K_2}, \ \Sigma \succeq 0, \ \Omega \succeq 0} \sum_t \|Y_t - X_t F S G_t^T\|_2^2 + \lambda_1 tr(F^\top \Sigma^{-1} F) + \lambda_2 tr(G^\top \Omega^{-1} G) \tag{4.24}$$

The cluster mapping matrix $S$ introduces an additional degree of freedom in the factored models and addresses the realistic assumptions encountered in many applications. Note that we do not consider any regularization on $S$ in this paper, but one may impose additional constraint on $S$ such as $\ell_1$ (sparse penalty), $\ell_2^2$ (ridge penalty), non-negative constraints, etc, to further improve performance.

**Optimization for TriFactor MTL**

We introduce an efficient learning algorithm for solving TriFactor MTL, similar to the optimization procedure for BiFactor MTL. As before, we consider an alternating minimization algorithm, where we learn the shared representation $F$ while fixing the $G$ and $S$, we learn the task structure $G$ while fixing the $F$ and $S$ and we learn the cluster mapping matrix $S$, by fixing $F$ and $G$. We repeat these steps until we converge to a locally optimal solution.

**Optimizing w.r.t $F$:**

$$\sum_t (X_t^\top X_t) F(S G_t^\top G_t S^\top) + \lambda_1 \Sigma^{-1} F = \sum_t X_t^\top Y_t G_t S^\top \tag{4.25}$$

**Optimizing w.r.t $G$:**

$$(S^\top F^\top X_t^\top X_t F) G_t + \lambda_1 \Omega^{-1} G = S^\top F^\top X_t^\top Y_t \tag{4.26}$$

for all $t \in [T]$.

**Optimizing w.r.t $S$:** Solving for $S$ results in the following equation:

$$\sum_t (F^\top X_t^\top X_t F) S(G_t^\top G_t) = \sum_t F^\top X_t^\top Y_t G_t \tag{4.27}$$

**Optimizing w.r.t $\Omega$ and $\Sigma$:** The optimization of the above function w.r.t $\Omega$ and $\Sigma$ while fixing the other unknowns can be learned as in BiFactor MTL. Note that one may consider $\ell_1$ regularization on $\Omega$ and $\Sigma$ to learn the sparse relationship between the tasks and the features [120].

**Solving the Generalized Sylvester Equations**

We give some details on how to solve the generalized Sylvester equations (4.22, 4.23, 4.25, 4.26, 4.27) encountered in BiFactor and TriFactor MTL optimization steps. The generalized Sylvester equation of the form $AQBD^\top + CQD^\top = E$ has a unique solution $Q$ under certain regularity conditions which can be exactly obtained by an extended version of the classical Bartels-Stewart method.
whose complexity is $O((p + q)^3)$ for $p \times q$-matrix variable $Q$, compared to the naive matrix inversion which requires $O(p^3 q^3)$.

Alternatively one can solve the linear equation using the properties of the Kronecker product: $(B^\top \otimes A)vec(Q) + (D^\top \otimes C)vec(Q) = vec(E)$ where $\otimes$ is the Kronecker product and $vec(.)$ vectorizes $Q$ in a column oriented way. Below, we show the alternative form for $TriFactor$ MTL equations:

$$\sum_t ((SG_i^T G_i S^T) \otimes (X_i^T X_i)) vec(F) + \lambda_1 (I_{K_1} \otimes \Sigma^{-1}) vec(F) = vec(\sum_t X_i^T Y_i G_i S^T)$$  \hspace{1cm} (4.28)

$$\text{diag}(S^T F^T X_i^T X_i FS)_{t=1}^T vec(G) + (I_{K_2} \otimes \Omega^{-1}) vec(G) = vec([S^T F^T X_i^T Y_i]_{t=1}^T)$$  \hspace{1cm} (4.29)

$$\sum_t ((G_i^T G_i) \otimes (F^T X_i^T X_i F)) vec(S) = vec(\sum_t F^T X_i^T Y_i)$$  \hspace{1cm} (4.30)

We can do the same for $BiFactor$ MTL, enabling us to use conjugate gradient descent (CG) to learn our unknown factors whose complexity depends on the condition number of the matrix $(B^\top \otimes A) + (D^\top \otimes C)$. To optimize $F$, $G$ and $S$, we iteratively run conjugate gradient descent for each factor while fixing the other unknowns until a convergence condition (tolerance $\leq 10^{-6}$) is met. In addition, CG can exploit the solution from the previous iteration, low rank structure in the equation and the fact that the matrix vector products can be computed relatively efficiently. From our experiments. We find that our algorithm converges fast, i.e. in a few iterations.

### 4.2.3 Experiments

In this section, we report on experiments on both synthetic datasets and three real world datasets to evaluate the effectiveness of our proposed MTL methods. We compare both our models with several state-of-the-art baselines discussed in Section 4.2.1. We include the results for Shared Multitask learning (SHAMO) [31], which uses a K-means like procedure that simultaneously clusters different tasks using a small pool of $m \ll T$ shared model. Following [14], we use gradient-projection algorithm to optimize the dual of the objective function (Equation 4.20). In addition, we compare our results with Single-task learning (STL), which learns a single model by pooling together the data from all the tasks and Independent task learning (ITL) which learns each task independently.

1. **Single-task learning** (STL) learns a single model by pooling together the data from all the tasks.

2. **Independent task learning** (ITL) learns each task independently. In this case, there will effectively be no transfer of information between the tasks.

3. **Shared Multitask learning** (SHAMO) [31], uses a K-means like procedure that simultaneously clusters different tasks using a small pool of $m \ll T$ shared model.

4. **Multitask Feature learning** (MTFL) learns the feature relationship matrix $\Sigma$ along with the task parameters $W$ alternatively$^5$, as discussed in Section 4.2.1.

$^5$The source code for this baseline is available at http://ttic.uchicago.edu/~argyriou/code/mtl_feat/mtl_feat.tar
5. **Multitask learning by Clustering** (CMTL) clusters $T$ tasks into $K$ task-clusters. We use gradient-projection algorithm as suggested in [14] to optimize the dual of the objective function (Equation 4.20). We show the results for CMTL as a baseline for sentiment analysis since their algorithm is applicable only to classification tasks.

6. **Group Overlap Multitask Learning** (GO-MTL) considers a dictionary learning for task parameters, as discussed in Section 4.2.1.

The parameters for the proposed formulations and several state-of-the-art baselines are chosen from 3-fold cross validation. Following [63], we fix the value of $\lambda_1$ to 0.1 in order to reduce the search space. The value for $\lambda_2$ is chosen from the search grid \{10^{-3}, 10^{-2}, \ldots, 10^2, 10^3\}. The value for $K$, $K_1$ and $K_2$ are chosen from {2, 3, 5, 7, 9, 10, 15}. We evaluate the models using Root Mean Squared Error (RMSE) for the regression tasks and using $F$-measure for the classification tasks. For our experiments, we consider the squared error loss for each task. We repeat all our experiments 5 times to compensate for statistical variability. The best model and the statistically competitive models (by paired $t$-test with $\alpha = 0.05$) are shown in boldface.

### Synthetic Data

We evaluate our models on five synthetic datasets based on the assumptions considered in both the baselines and the proposed methods. We generate 100 examples from $X_t \sim \mathcal{N}(0, I_P)$ with $P = 20$ for each task $t$. All the datasets consist of 30 tasks with 25 training examples per task. Each task is constructed using $Y_t = X_t W_t + \mathcal{N}(0, 1)$. The task parameters for each synthetic dataset is generated as follows:

1. **syn1** dataset consists of 3 groups of tasks with 10 tasks in each group without any overlap. We generate $K = 15$ latent features from $F \sim \mathcal{N}(0, 1)$ and each $W_t$ is constructed from linearly combining 5 latent features from $F$.

2. **syn2** dataset is generated with 3 overlapping groups of tasks. As before, we generate $K = 15$ latent features from $F \sim \mathcal{N}(0, 1)$ but tasks in group 1 are constructed from features $1 - 7$, tasks in group 2 are constructed from features $4 - 12$ and the tasks in group 3 are constructed from features $9 - 15$.

3. **syn3** dataset simulates the BiFactor MTL. We randomly generate task covariance matrix $\Omega$ and feature covariance matrix $\Sigma$. We sample $F \sim \mathcal{N}(0, \Sigma)$ and $G \sim \mathcal{N}(0, \Omega)$ and compute $W = FG^\top$.

4. **syn4** dataset simulates the TriFactor MTL. We randomly generate task covariance matrix $\Omega$ and feature covariance matrix $\Sigma$. We sample $F \sim \mathcal{N}(0, \Sigma)$, $G \sim \mathcal{N}(0, \Omega)$ and $S \sim \mathcal{U}(0, 1)$. We compute the task weight matrix by $W = FSG^\top$.

5. **syn5** dataset simulates the experiment with task weight matrix drawn from a matrix normal distribution [120]. We randomly generate task covariance matrix $\Omega$ and feature covariance matrix $\Sigma$. We sample $\text{vec}(W) \sim \mathcal{N}(0, \Sigma \otimes \Omega)$.

We compare the proposed methods BiFactor MTL and TriFactor MTL against the baselines. We can see in Table 4.2 that BiFactor and TriFactor MTL outperforms all the baselines in all the synthetic datasets. STL performs the worst since it combines the data from all the tasks. We can
Table 4.2: Performance results (RMSE) on synthetic datasets. The table reports the mean and standard errors over 5 random runs. The best model and the statistically competitive models (by paired t-test with $\alpha = 0.05$) are shown in boldface.

<table>
<thead>
<tr>
<th>Model</th>
<th>syn1</th>
<th>syn2</th>
<th>syn3</th>
<th>syn4</th>
<th>syn5</th>
</tr>
</thead>
<tbody>
<tr>
<td>STL</td>
<td>4.79 (0.04)</td>
<td>5.71 (0.05)</td>
<td>5.5 (0.04)</td>
<td>4.02 (0.02)</td>
<td>5.72 (0.06)</td>
</tr>
<tr>
<td>ITL</td>
<td>1.98 (0.08)</td>
<td>2.10 (0.09)</td>
<td>2.01 (0.06)</td>
<td>1.95 (0.06)</td>
<td>2.14 (0.07)</td>
</tr>
<tr>
<td>SHAMO</td>
<td>3.63 (0.22)</td>
<td>4.37 (0.27)</td>
<td>3.56 (0.23)</td>
<td>2.76 (0.13)</td>
<td>4.27 (0.31)</td>
</tr>
<tr>
<td>MTFL</td>
<td>1.91 (0.08)</td>
<td>1.95 (0.07)</td>
<td>1.64 (0.06)</td>
<td>1.47 (0.05)</td>
<td>1.91 (0.07)</td>
</tr>
<tr>
<td>GO-MTL</td>
<td>1.84 (0.10)</td>
<td>1.90 (0.08)</td>
<td>1.72 (0.04)</td>
<td>1.63 (0.06)</td>
<td>1.84 (0.06)</td>
</tr>
<tr>
<td>BiFactorMTL</td>
<td>1.85 (0.08)</td>
<td><strong>1.85 (0.06)</strong></td>
<td>1.68 (0.08)</td>
<td>1.37 (0.08)</td>
<td>1.74 (0.07)</td>
</tr>
<tr>
<td>TriFactorMTL</td>
<td><strong>1.78 (0.08)</strong></td>
<td><strong>1.83 (0.07)</strong></td>
<td><strong>1.46 (0.05)</strong></td>
<td><strong>1.31 (0.02)</strong></td>
<td><strong>1.68 (0.10)</strong></td>
</tr>
</tbody>
</table>

see that the SHAMO performs better than STL but worse than ITL which shows that learning these tasks separately is beneficial than combining them to learn a fewer models.

As mentioned earlier, since MTFL is similar to FMTL in Equation 4.16, we can see how the results of BiFactor MTL improve when it learns both the task relationship matrix and the feature relationship matrix. Note that the syn1 and syn2 datasets are based on assumptions in GO-MTL, hence, it performs better than the other baselines. BiFactor MTL and TriFactor MTL models are equally competent with GO-MTL which shows that our proposed methods can easily adapt to these assumptions. Synthetic datasets syn3, syn4 and syn5 are generated with both the task covariance matrix and the feature covariance matrix. Since both BiFactor MTL and TriFactor MTL learns task and feature relationship matrix along with the task weight parameters, they performs significantly better than other baselines.

**Exam Score Prediction**

We evaluate the proposed methods on examination score prediction data, a benchmark dataset in multitask regression reported in several previous articles [9, 63, 121]. The school dataset consists of examination scores of 15,362 students from 139 schools in London. Each school is considered as a task and we need to predict exam scores for students from these 139 schools. The feature set includes the year of the examination, four school-specific and three student-specific attributes. We replace each categorical attribute with one binary variable for each possible attribute value, as suggested in [9]. This results in 26 attributes with an additional attribute to account for the bias term.

Clearly, the dataset has the school and student specific feature clusters that can help in learning.

---

6 [http://ttic.uchicago.edu/~argyriou/code/mtl_feat/school_splits.tar](http://ttic.uchicago.edu/~argyriou/code/mtl_feat/school_splits.tar)
Table 4.3: Performance results (RMSE) on school datasets. The table reports the mean and standard errors over 5 random runs.

<table>
<thead>
<tr>
<th>Models</th>
<th>STL</th>
<th>ITL</th>
<th>SHAMO</th>
<th>MTFL</th>
<th>GO-MTL</th>
<th>BiFactor</th>
<th>TriFactor</th>
</tr>
</thead>
<tbody>
<tr>
<td>20%</td>
<td>12.19 (0.03)</td>
<td>12.00 (0.04)</td>
<td>11.91 (0.05)</td>
<td>11.25 (0.05)</td>
<td>11.15 (0.05)</td>
<td>10.68 (0.08)</td>
<td><strong>10.54 (0.09)</strong></td>
</tr>
<tr>
<td>30%</td>
<td>12.09 (0.07)</td>
<td>12.01 (0.05)</td>
<td>10.92 (0.05)</td>
<td>10.85 (0.02)</td>
<td>10.53 (0.10)</td>
<td>10.38 (0.11)</td>
<td><strong>10.22 (0.08)</strong></td>
</tr>
<tr>
<td>40%</td>
<td>12.00 (0.10)</td>
<td>11.88 (0.06)</td>
<td>11.82 (0.06)</td>
<td>10.61 (0.06)</td>
<td>10.31 (0.14)</td>
<td>10.20 (0.13)</td>
<td><strong>10.12 (0.10)</strong></td>
</tr>
</tbody>
</table>

The shared feature representation better than the other factored baselines. In addition, there must be several task clusters in the data to account for the differences among the schools. The training and test sets are obtained by dividing examples of each task into many small datasets, by varying the size of the training data with 20%, 30% and 40%, in order to evaluate the proposed methods on many tasks with limited numbers of examples.

Table 4.3 shows the experimental results for school data. All the factorized MTL methods outperform STL and ITL. We can see that both TriFactor MTL and BiFactor MTL outperform other baselines significantly. It is interesting to see that TriFactor MTL performs considerably well even when the tasks have limited numbers of examples. When there is more training data, the result the advantage of TriFactor MTL over the strongest baseline GO-MTL is reduced.

**Sentiment Analysis**

We follow the experimental setup in [14, 31] and evaluate our algorithm on product reviews from amazon. The dataset contains product reviews from 14 domains such as books, dvd, etc. We consider each domain as a binary classification task. The reviews are stemmed and stopwords are removed from the review text. We represent each review as a bag of 5,000 unigrams/bigrams with TF-IDF scores. We choose 1,000 reviews from each domain and each review is associated with a rating from \{1, 2, 4, 5\}. The reviews with rating 3 is not included in this experiment as such sentiments were ambiguous and therefore cannot be reliably predicted.

We ran several experiments on this dataset to test the importance of learning shared feature representation and co-clustering of tasks and features. In Experiment I, we construct 14 classification tasks with reviews labeled positive (+) when rating < 3 and labeled negative (−) when rating < 3. We use 240 training examples for each task and the remaining for test set. Since all the tasks are essentially same, ITL perform better than all the other models (with an $F$-measure of 0.749) by combining data from all the other tasks. The results for our proposed methods BiFactor MTL (0.722) and TriFactor MTL (0.733) are comparable to that of ITL. See supplementary material for the results of Experiment I.

For Experiment II, we split each domain into two equal sets, from which we create two prediction tasks based on the two different thresholds: whether the rating for the reviews is 5 or not and whether the rating for the reviews is 1 or not. Obviously, combining all the tasks together

http://www.cs.jhu.edu/~mdredze/datasets/sentiment
Table 4.4: Performance results (F-measure) for various experiments on sentiment detection. The table reports the mean and standard errors over 5 random runs.

<table>
<thead>
<tr>
<th>Data</th>
<th>II</th>
<th>III</th>
<th>IV</th>
<th>V</th>
<th>VI</th>
<th>VII</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Tasks</strong></td>
<td>28</td>
<td>56</td>
<td>84</td>
<td>42</td>
<td>86</td>
<td>126</td>
</tr>
<tr>
<td><strong>Thresholds (Splits)</strong></td>
<td>2 (2)</td>
<td>2 (4)</td>
<td>2 (6)</td>
<td>3 (3)</td>
<td>3 (6)</td>
<td>3 (9)</td>
</tr>
<tr>
<td><strong>Train Size</strong></td>
<td>120</td>
<td>60</td>
<td>40</td>
<td>80</td>
<td>40</td>
<td>26</td>
</tr>
</tbody>
</table>

| STL        | 0.429 (0.002) | 0.432 (0.001) | 0.429 (0.002) | 0.400 (0.002) | 0.399 (0.003) | 0.397 (0.001) |
| ITL        | 0.433 (0.001) | 0.440 (0.002) | 0.431 (0.001) | 0.499 (0.001) | 0.486 (0.002) | 0.479 (0.001) |
| SHAMO      | 0.423 (0.002) | 0.437 (0.006) | 0.429 (0.002) | 0.498 (0.006) | 0.460 (0.002) | 0.496 (0.013) |
| CMTL       | 0.557 (0.016) | 0.436 (0.007) | 0.429 (0.004) | 0.508 (0.002) | 0.486 (0.002) | 0.476 (0.002) |
| MTFL       | 0.482 (0.004) | 0.473 (0.002) | 0.432 (0.007) | 0.522 (0.002) | 0.487 (0.003) | 0.481 (0.002) |
| GO-MTL     | 0.582 (0.012) | 0.526 (0.013) | 0.516 (0.007) | 0.587 (0.004) | 0.540 (0.005) | 0.539 (0.008) |
| BiFactor   | 0.611 (0.018) | 0.561 (0.013) | **0.598 (0.002)** | **0.643 (0.013)** | 0.578 (0.020) | 0.574 (0.052) |
| TriFactor  | **0.627 (0.008)** | **0.588 (0.006)** | **0.603 (0.012)** | **0.655 (0.013)** | **0.606 (0.020)** | **0.632 (0.029)** |

will not help in this setting. Experiments III and IV are similar to Experiment II, except that each task is further divided into 2 or 3 sub-tasks.

Experiment V splits each domain into three equal sets to construct three prediction tasks based on three different thresholds: whether the rating for the reviews is 5 or not, whether the rating for the reviews is < 3 or not and whether the rating for the reviews is 1 or not. This setting captures the reviews with different levels of sentiments. As before, we build the dataset for Experiments VI and VII by further dividing the three prediction tasks from Experiment V into 2 or 3 sub-tasks.

The results from our experiments are reported in Table 4.4. The first four rows in the table show the number of tasks in each experiment, number of thresholds considered for the ratings, number of splits constructed from each domain and the total number of training examples in each task. The general trend is that factorized models performs significantly better than the other baselines. Since MTFL, BiFactorMTL and TriFactorMTL learn feature relationship matrix $\Sigma$ in addition to the task parameter, they achieve better results than CMTL, which considers only the task clusters.

We notice that as we increase the number of tasks, the gap between the performances of TriFactorMTL and BiFactorMTL (and GO-MTL) widens, since the assumption that the the
Table 4.5: Performance results (F-measure) on 20Newsgroups dataset. The table reports the mean and standard errors over 5 random runs.

<table>
<thead>
<tr>
<th>Models</th>
<th>Task 1</th>
<th>Task 2</th>
<th>Task 3</th>
<th>Task 4</th>
<th>Task 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>GO-MTL</td>
<td>0.42 (0.09)</td>
<td>0.57 (0.06)</td>
<td>0.42 (0.04)</td>
<td>0.47 (0.06)</td>
<td>0.40 (0.03)</td>
</tr>
<tr>
<td>BiFactorMTL</td>
<td>0.42 (0.09)</td>
<td>0.60 (0.05)</td>
<td>0.41 (0.04)</td>
<td>0.49 (0.03)</td>
<td>0.36 (0.01)</td>
</tr>
<tr>
<td>TriFactorMTL</td>
<td><strong>0.49 (0.03)</strong></td>
<td><strong>0.63 (0.02)</strong></td>
<td><strong>0.54 (0.02)</strong></td>
<td><strong>0.54 (0.02)</strong></td>
<td><strong>0.51 (0.02)</strong></td>
</tr>
</tbody>
</table>

number of feature and task clusters $K$ should be same is clearly violated. On the other hand, TriFactorMTL learns with a different number of feature and task clusters ($K_1, K_2$) and, hence achieves a better performance than all the other methods considered in these experiments.

**Learning to Transfer to New Tasks**

Finally, we evaluate our proposed models on 20Newsgroups dataset for transfer learning. The dataset contains postings from 20 Usenet newsgroups. As before, the postings are stemmed and the stopwords are removed from the text. We represent each posting as a bag of 500 unigrams/bigrams with TF-IDF scores. We construct 10 tasks from the postings of the newsgroups. We randomly select a pair of newsgroup classes to build each one-vs-one classification task. We follow the hold-out experiment suggested by [88] for the transfer learning setup. For each of the 10 tasks (target task), we learn $F$ ($F$ and $S$ in case of TriFactorMTL) from the remaining 9 tasks (source tasks).

With $F$ ($F$ and $S$) known from the source tasks, we select 10% of the data from the target task to learn $G_{target}$. This experiment shows how well the learned latent feature representation from the source tasks in a $K$-dimensional subspace ($K_1$-dimensional subspace for TriFactorMTL) adapt to the new task. We evaluate our results on the remaining data from the target task. We select GO-MTL as our baseline to compare our results. Since CMTL doesn’t explicitly learn $F$, we did not include it in this experiment.

Table 4.5 shows the results for this experiment. We report the first 5 tasks here. See supplementary material for the performance results of all the 10 tasks. We see that both GO-MTL and BiFactorMTL perform almost the same, since both of them learn the latent feature representation in a $K$-dimensional space. As is evident from the table, TriFactorMTL outperforms both GO-MTL and BiFactorMTL, which shows that learning both the factors $F$ and $S$ improves information transfer from the source tasks to the target task.

**4.3 Lifelong Multitask Learning with Output Kernels**

Lifelong learning poses considerable challenges in terms of effectiveness (minimizing prediction errors for all tasks) and overall computational tractability for real-time performance. A lifelong
learning agent must provide an efficient way to learn new tasks faster by utilizing the knowledge learned from the previous tasks and also not forgetting or significantly degrading performance on the old tasks. The goal of a lifelong learner is to minimize errors as compared to the full ideal hindsight learner, which has access to all the training data and no bounds on memory or computation.

This section addresses lifelong multitask learning by jointly re-estimating the inter-task relations from the data and the per-task model parameters at each round. Following the online setting, particularly from [25, 97], at each round \( t \), the learner receives an example from a task, along with the task identifier and predicts the output label for the example. Subsequently, the learner receives the true label and updates the model(s) as necessary. This process is repeated as we receive additional data from the same or different tasks. Our approach follows an error-driven update rule in which the model for a given task is updated only when the prediction for that task is in error.

In this work, we define the task relationship matrix as output kernels in Reproducing Kernel Hilbert Space (RKHS) on multitask examples. We propose a novel algorithm called Online Output Kernel Learning Algorithm (OOKLA) for lifelong learning setting. For a successful lifelong learning with kernels, we need to address two key challenges: (1) learn the relationships between the tasks (output kernel) efficiently from the data stream and (2) bound the size of the knowledge to avoid memory explosion. The key challenge in learning with a large number of tasks is to adaptively learn the model parameters and the task relationships, which potentially change over time. Without manageability-efficient updates at each round, learning the task relationship matrix automatically may impose a severe computational burden. In other words, we need to make predictions and update the models in an efficient real time manner.

We propose simple and quite intuitive update rules for learning the task relationship matrix. When we receive a new example, the algorithm updates the output kernel when the learner made a mistake by computing the similarity between the new example and the set of representative examples (stored in the memory) that belongs to a specific task. If the two examples have similar (different) labels and high similarity, then the relationship between the tasks is increased (decreased) to reflect the positive (negative) correlation and vice versa.

To avoid the memory explosion associated with the lifelong learning setting, we propose a robust budget-limited version of the proposed algorithm that efficiently utilizes the relationship between the tasks to bound the total number of representative examples in the support set. In addition, we propose a two-stage budgeted scheme for efficiently tackling the task-specific budget constraints in lifelong learning.

It is worth noting that the problem of lifelong multitask learning is closely related to online multitask learning. Although the objectives of both online multitask learning and lifelong learning are similar, one key difference is that the online multitask learning, unlike in the lifelong learning, may require that the number of tasks be specified beforehand. In recent years, online multitask learning has attracted extensive research attention [1, 25, 35, 73, 80, 97]. We evaluate our proposed methods with several state-of-the-art online learning algorithms for multiple tasks.

There are many useful application areas for lifelong learning, including optimizing financial trading as market conditions evolve, email prioritization with new tasks or preferences emerging, personalized news, and spam filtering, with evolving nature of spam. Consider the latter, where some spam is universal to all users (e.g. financial scams), some messages might be useful to
certain affinity groups, but spam to most others (e.g. announcements of meditation classes or other special interest activities), and some may depend on evolving user interests. In spam filtering each user is a "task," and shared interests and dis-interests formulate the inter-task relationship matrix. If we can learn the matrix as well as improving models from specific spam/not-spam decisions, we can perform mass customization of spam filtering, borrowing from spam/not-spam feedback from users with similar preferences. Our primary contribution is precisely the joint learning of inter-task relationships and its use in estimating per-task model parameters in a lifelong learning setting.

### 4.3.1 Problem Setup

Let \((x_t, i_t), y_t\) be the example received by the learner from the task \(i_t\) (at the time step \(t\)) where we assume that the \(x_t \in \mathcal{X}\) and \(y_t\) is its corresponding true label. The task \(i_t\) can be a new task or one seen by the learner in the previous iterations. We denote by \([N]\) the consecutive integers ranging from 1 to \(N\). Throughout this section, we do not assume that the number of tasks is known to the learner ahead of time, an important constraint in lifelong learning problems. Let \(K\) be the number of tasks seen so far until the current iteration \(t\).

For brevity, we consider a binary classification problem for each task \(y_t \in \{-1, +1\}\), but the methods generalize to multi-class cases and are also applicable to regression tasks. We assume that the learner made a mistake if \(y_t \neq \hat{y}_t\) where \(\hat{y}_t\) is the predicted label. Our approach follows a mistake-driven update rule in which the model for a given task is updated only on rounds where the learner predictions differ from the true label.

Let \(\mathcal{K} : \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R}\) (kernel on input space) and \(\Omega : \mathbb{N} \times \mathbb{N} \rightarrow \mathbb{R}\) (output kernel) be symmetric, positive semi-definite (p.s.d) multitask kernel functions and denote \(\mathcal{H}\) as their corresponding RKHS of functions with the norm \(\|\cdot\|_\mathcal{H}\) on multitask examples ([40, 54, 103]). Using the above notation, we can define a kernel representation of an example based on a set of representative examples collected on the previous iterations (prototypes). Formally, given an example \(x \in \mathcal{X}\), its kernel representation can be written using this set:

\[
x \mapsto \{\mathcal{K}(x, x_s) : s \in S\}
\]

\(S\) is the set of stored examples for which the learner made a mistake in the past. The set \(S\) is called the support set. The online classification function is then defined as the weighted sum of the kernel combination of the examples in the support set. To account for the examples from the different tasks, we consider both the kernel on the input space \(\mathcal{K}\) and the output kernel \(\Omega\) in our classification function.

\[
f(\cdot) = \sum_{(x_s, i_s) \in S} \alpha_s \Omega_{i_s} \phi(x_s)
\]

We set \(\alpha_s = y_s\). The predicted label for a new example is computed from the linear combination of the labels of the examples from the support set \(S\) weighted by their input similarity \(\mathcal{K}\) and the task similarity \(\Omega\) to the new example. Using the kernel trick, one can write:

\[
f((x_t, i_t)) = \langle \phi(x_t) \sum_{(x_s, i_s) \in S} \alpha_s \Omega_{i_s} \phi(x_s) \rangle = \sum_{(x_s, i_s) \in S} \alpha_s \Omega_{i_s} \mathcal{K}(x_s, x_t)
\]
### Algorithm 10: Online Output Kernel Learning Algorithm

**Initialize:** $S = \emptyset$, $\Omega$

**for** $t = 1, 2, \cdots$ **do**

1. Receive new example $(x_t, i_t)$
2. Let $f_{i_t} = \sum_{(x_s, i_s) \in S} y_s \Omega_{i_s} \phi(x_s)$
3. Predict $\hat{y}_t = \text{sign}(f_{i_t}(x_t))$
4. Receive label $y_t$
5. **if** $y_t \neq \hat{y}_t$ **then**
   - $S \leftarrow S \cup (x_t, i_t)$
   - Update $\Omega_{i_t} \forall k \in [K]$
     - $\Omega_{i_t k} \leftarrow \Omega_{i_t k} + \frac{1}{\lambda} \sum_{(x_s, i_s) \in S \atop i_s = k} y_t K(x_t, x_s) y_s$
     - (or)
     - $\Omega_{i_t k} \leftarrow \Omega_{i_t k} \exp \left\{ \frac{1}{\lambda} \sum_{(x_s, i_s) \in S \atop i_s = k} y_t K(x_t, x_s) y_s \right\}$

**end**

**end**

#### 4.3.2 Online Output Kernel Learning

Note that, in the above representation, we need to learn both the support set $S$ and the output kernel $\Omega$ from the data. As explained in the previous section, for a successful lifelong learning with kernels, we need to address two key challenges: (1) learn the relationships between the tasks (output kernel) efficiently from the data arriving in an online fashion and (2) bound the size of the support set $S$ to avoid memory explosion. We address these two challenges in the following sections.

Our objective function for the lifelong learning problem is given as follows:

$$
\min_{\Omega \in S_+, f \in \mathcal{H}} \sum_t \ell(y_t, f((x_t, i_t))) + \frac{1}{2} \|f\|^2_{\mathcal{H}} + \lambda \mathcal{R}(\Omega) \quad (4.32)
$$

where $\ell(\cdot)$ is some loss function such as hinge loss or logistic loss, $\mathcal{R}(\cdot)$ is the regularization on the task relationship matrix $\Omega$ and $\lambda$ is the regularization parameter. Note that $f$ in the above equation depends on $\Omega$. In order to reduce the time taken for each time-step, we require an efficient update to the task relationship matrix $\Omega$. Following the work of [54] in the batch setting, we consider a subset of regularization functions $\mathcal{R}$ for which we can efficiently learn the task covariance matrix.

Consider the dual function of the above equation, at time-step $t$ (see [14, 54]):

$$
\max_{\Omega \in S_+, \mathcal{R}} \frac{1}{2} \sum_{k} \sum_{(x_s, i_s) \in S \atop i_s = k} \alpha_t K(x_t, x_s) \alpha_{i_s} \Omega_{i_t k} - \lambda \mathcal{R}(\Omega, \Omega_{(t-1)}) \quad (4.33)
$$

73
When we consider the entry-wise $l_p$ norm between $\Omega$ and $\Omega_{(t-1)}$ from the previous iteration as our regularization i.e., $R(\Omega, \Omega_{(t-1)}) = \sum_k |\Omega_{ik} - (\Omega_{(t-1)})_{ik}|^p$ for $p \geq 1$, we get the following update function:

$$\Omega_{ik} \leftarrow \Omega_{ik} + \frac{1}{\lambda} \sum_{(x_s, i_s) \in S} y_t K(x_t, x_s) y_s$$  \hspace{1cm} (4.34)$$

Similarly, if we consider the generalized KL-divergence between $\Omega$ and $\Omega_{(t-1)}$ i.e., $R(\Omega, \Omega_{(t-1)}) = \sum_k \Omega_{ik} \log \frac{\Omega_{ik}}{(\Omega_{(t-1)})_{ik}} - \Omega_{ik} + (\Omega_{(t-1)})_{ik}$, we get the following update function:

$$\Omega_{ik} \leftarrow \Omega_{ik} \exp \left\{ \frac{1}{\lambda} \sum_{(x_s, i_s) \in S} y_t K(x_t, x_s) y_s \right\}$$  \hspace{1cm} (4.35)$$

Unlike in the previous work, we update only the row (and the corresponding column) of the task relationship matrix $\Omega$ specific to the task $i_t$, which significantly reduces the time taken per example.

We can see that the update equations are simple and quite intuitive. For a given new example $(x_t, i_t)$ at round $t$, the algorithm updates $\Omega_{ik}$ (for some $k \in [K]$) by computing the similarity between the new example and the examples in the support set $S$ that belongs to the task $k$. If the two examples have similar (different) labels and high similarity $K(x_t, x_s)$, then the $\Omega_{ik}$ is increased to reflect the positive (negative) correlation and vice versa. A value close to 0 implies no significant relationship between the tasks. The update to the $\Omega_{ik}$ is normalized by the regularization parameter $\lambda$ for scaling.

It is worth noting that our update equations do not violate the p.s.d constraints on $\Omega$ in Equation 4.33. If $\Omega$ from the previous iteration is a p.s.d matrix and the update is a p.s.d matrix (as it is computed using the Gram matrix of the example from the previous iteration), the sum and Hadamard product of two p.s.d matrices satisfy the p.s.d constraint (using the Schur Product Theorem).

Algorithm 10 outlines the key steps in our proposed method. We write $f((x_t, i_t))$ as $f_{i_t}(x_t)$ for notational convenience. At each time-step $t$, the learner receives an example $x_t \in \mathcal{X}$ and predicts the output label $y_t$ using $\hat{y}_t = \text{sign}(f_{i_t}(x_t))$. We update both the support set $S$ and the output kernel $\Omega_{i_t}$, when the learner makes a mistake.

### 4.3.3 Learning with a Budget

In Algorithm 10, we can see that both the classification function $f$ and the update equations for $\Omega$ use the support set $S$. When the target function changes over time, the support set $S$ grows unbounded. This leads to serious computational and runtime issues especially in the lifelong learning setting. The most common solution to this problem is to impose a bound on the number of examples in the support set $S$. There are several budget maintenance strategies proposed recently ([23, 36, 84]). Unfortunately these schemes cannot be directly used in our setting due to

---

9 We set $p = 2$ do our experiments.
Algorithm 11: Budgeted OOKLA

Initialize: \( S = \emptyset, \Omega \)

for \( t = 1, 2, \ldots \) do
  Receive new example \((x_t, i_t)\)
  Let \( f_{i_t} = \sum_{(x_s, i_s) \in S} y_s \Omega_{i_s,i_t} \phi(x_s) \)
  Predict \( \hat{y}_t = \text{sign}(f_{i_t}(x_t)) \)
  Receive label \( y_t \)
  if \( y_t \neq \hat{y}_t \) then
    if \(|S| < B\) then
      \( S \leftarrow S \cup (x_t, i_t) \)
    else
      Find an example to remove
      \[
      \arg \max_{(x_r, i_r) \in S} \sum_{k \in [K]} \Omega_{i_r,k} \left[ y_r (f_k - y_r \Omega_{i_r,k} \phi(x_r)) \phi(x_r) \right]
      \]
      \( S \leftarrow S \cup (x_t, i_t) \setminus (x_r, i_r) \)
  end
end

Update \( \Omega_{i,t} \forall k \in [K] \) as in Algorithm 10.

the output kernels in our learning formulation. [22] proposed multitask variants of these schemes but they are impractical for the lifelong learning setting. We follow a simple support set removal schemes based on Crammer et al. 2004. In single-task setting, when the number of examples in the support set \( S \) exceeds the limit (say \( B \)), a simple removal scheme chooses an example \( x_r \) with the highest confidence from \( S \). The confidence of an example \( x_r \) is measured using \( y_r f(x_r) \) after removing \( x_r \) from the support set \( S \).

\[
\arg \max_{x_r \in S} \left[ y_r (f - y_r \phi(x_r)) \phi(x_r) \right]
\]

We extend the above approach to the multitask and lifelong learning settings. Since the support set \( S \) is shared by all the tasks, we choose an example \( x_r \) with high confidence to remove from each task function \( f_k \), weighted by the relationship among the tasks. The objective function to choose the example is shown in Equation 4.36. We show in the experiment section that this simple approach is efficient and performs significantly better than the state-of-the-art budget maintenance strategies. Algorithm 11 shows pseudocode of the proposed budgeted learning algorithm.

4.3.4 Two-Stage Budgeted Learning

In lifelong learning setting, the number of tasks is typically large. The support set \( S \) may have hundreds or thousands of examples from all the tasks. Each task does not use all the examples from the support set \( S \). For example, in movie recommendations task, recommendation for each
user (task) can be characterized by just a few movies (subset of examples) in the support set $S$. Motivated by this observation, we propose a two-stage budgeted learning algorithm for the lifelong learning setting.

**Algorithm 12: Two-Stage Budgeted Learning**

**Initialize:** $S = \emptyset$, $T_k = \emptyset$, $k \in [K]$, $\Omega$

**for** $t = 1, 2, \ldots$ **do**

- Receive new example $(x_t, i_t)$
- Let $f_{i_t} = \sum_{(x_s, i_s) \in T_k} y_s \Omega_{i_s, i_t} \phi(x_s)$
- Predict $\hat{y}_t = \text{sign}(f_{i_t}(x_t))$
- Receive label $y_t$

  **if** $y_t \neq \hat{y}_t$ **then**

    - $S \leftarrow S \cup \{t\} \setminus \{r\}$
    - /* $r=\emptyset$ if $|S| < B$, else choose $r$ using Equation 4.36 */

  **for** $k \in [K]$ **do**

    - $T_k \leftarrow T_k \cup \{l\} \setminus \{r\}$
    - /* remove $r$ from $T_k$; choose $l$ from $S - T_k$ */

  **end**

- Update $\Omega_{i_t, k} \forall k \in [K]$ as in Algorithm 10.

**end**

Algorithm 12 shows pseudocode of the proposed two-stage budgeted learning algorithm. In addition to the support set $S$, we maintain task-specific support set $T_k$. We choose the budget for each task (say $L$) where $L << B$. Similar to the removal strategies for $S$, we remove an example from $T_k$ when $|T_k| > L$ and replace with an example from the set $S - T_k$. The proposed two-stage approach provides better runtime complexity compared to the budgeted algorithm in Algorithm 11. Since only a subset of tasks may hold an example from $S$, the removal step in Equation 4.36 requires only a subset of tasks for choosing an example. This improves the runtime per iteration significantly when the number of tasks is large. One may consider a different budget size for each task $L_k$ based on the complexity of the task.

In addition, the proposed two-stage budgeted learning algorithm provides an alternative approach to using state-of-the-art budget maintenance strategies. For example, it is easier to use the Projectron algorithm ([84]) on $T_k$, rather than on $S$.

### 4.3.5 Experiments

In this section, we evaluate the performance of our algorithms. All reported results are averaged over 10 random runs on permutations of the training data. Unless otherwise specified, all model parameters are chosen via 5-fold cross validation.
Benchmark Datasets

We use three benchmark datasets, commonly used for evaluating online multitask learning. Details are given below:

**Newsgroups Dataset**\(^{10}\) consists of 20 tasks generated from two subject groups: *comp* and *talk.politics*. We paired two newsgroups, one from each subject (e.g., *comp.graphics* vs *talk.politics.guns*), for each task. In order to account for positive/negative correlation between the tasks, we randomly choose one of the newsgroups as positive (+) or negative (−) class. Each post in a newsgroup is represented by a vocabulary of approximately 60K unique features.

**Spam Dataset**\(^{11}\) We use the dataset obtained from ECML PAKDD 2006 Discovery challenge for the spam detection task. We used the task B challenge dataset, which consists of labeled training data from the inboxes of 15 users. We consider each user as a single task and the goal is to build a personalized spam filter for each user. Each task is a binary classification problem: spam (+) or non-spam (−) and each example consists of approximately 150K features representing term frequency of the word occurrences. Some spam is universal to all users (e.g. financial scams), but some messages might be useful to certain affinity groups and spam to most others. Such adaptive behavior of each user’s interests and dis-interests can be modeled efficiently by utilizing the data from other users to learn per-user model parameters.

**Sentiment Dataset**\(^{12}\) We also evaluated our algorithm on product reviews from amazon. The dataset contains product reviews from 25 domains. We consider each domain as a binary classification task. Reviews with rating > 3 were labeled positive (+), those with rating < 3 were labeled negative (−), reviews with rating = 3 are discarded as the sentiments were ambiguous and hard to predict. Similar to the previous datasets, each example consists of approximately 350K features representing term frequency of the word occurrences.

We choose 2000 examples (100 posts per task) for 20 Newsgroups, 1500 emails for spam (100 emails per user inbox) and 2500 reviews for sentiment (100 reviews per domain) as training set for our experiments. Note that we intentionally kept the size of the training data small to simulate the lifelong learning setting and drive the need for learning from previous tasks, which diminishes as the training sets per task become large. Since these datasets have a class-imbalance issue (with few (+) examples as compared to (−) examples), we use average Area Under the ROC Curve (AUC) as the performance measure on the test set.

**Results**

To evaluate the performance of our proposed algorithm (*OOKLA*), we use the three datasets (*Newsgroups*, *Spam* and *Sentiment*) for evaluation and compare our proposed methods to 5 baselines. We implemented Perceptron and Passive-Aggressive algorithm (*PA*)\(^{33}\) for online multitask learning. Both Perceptron and PA learn independent model for each task. These two baselines do not exploit the task-relationship or the data from other tasks during model update. Next, we implemented two online multitask learning related to our approach: *FOML* – initializes $\Omega$ with fixed weights\(^{25}\), Online Multitask Relationship Learning (*OMTRL*)\(^{97}\) – learns a task

\(^{10}\)http://qwone.com/~jason/20Newsgroups/

\(^{11}\)http://ecmlpkdd2006.org/challenge.html

\(^{12}\)http://www.cs.jhu.edu/~mdredze/datasets/sentiment
Table 4.6: Average performance on three datasets: means and standard (test set) scores over 10 random shuffles.

<table>
<thead>
<tr>
<th>Models</th>
<th>Newsgroups</th>
<th>Spam</th>
<th>Sentiment</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AUC</td>
<td>nSV</td>
<td>Time (s)</td>
</tr>
<tr>
<td>Perceptron</td>
<td>0.7974 (0.01)</td>
<td>1421.6</td>
<td>8.36</td>
</tr>
<tr>
<td>PA</td>
<td>0.7633 (0.02)</td>
<td>1926.6</td>
<td>9.89</td>
</tr>
<tr>
<td>FOML</td>
<td>0.7830 (0.01)</td>
<td>1592.0</td>
<td>18.46</td>
</tr>
<tr>
<td>OMTRL</td>
<td>0.7694 (0.01)</td>
<td>1560.4</td>
<td>72.36</td>
</tr>
<tr>
<td>OSMTL</td>
<td>0.7969 (0.02)</td>
<td>1426.2</td>
<td>18.18</td>
</tr>
<tr>
<td>OOKLA-sum</td>
<td><strong>0.8512</strong> (0.02)</td>
<td>884.9</td>
<td>15.58</td>
</tr>
<tr>
<td>OOKLA-exp</td>
<td>0.8382 (0.02)</td>
<td>886.9</td>
<td>15.50</td>
</tr>
</tbody>
</table>

Covariance matrix along with task parameters. Since OMTRL requires expensive calls to SVD routines, we update the task-relationship matrix every 10 iterations. In addition, we compare our proposed methods against the performance of Online Smooth Multitask Learning (OSMTL) which learns a probabilistic distribution over all tasks, and adaptively refines the distribution over time [80]. We implement two versions of our proposed algorithm with different update rules for the task-relationship matrix: OOKLA-sum (Equation 4.34 OOKLA with sum update) OOKLA-exp (Equation 4.35 OOKLA with exponential update) as shown in Algorithm 10.

Table 4.6 summarizes the performance of all the above algorithms on the three datasets. In addition to the AUC scores, we report the average total number of support vectors (nSV) and the CPU time taken for learning from one instance (Time).

From the table, it is evident that both OOKLA-sum and OOKLA-exp outperform all the baselines in terms of both AUC and nSV. This is expected for the two default baselines (Perceptron and PA). The update rule for FOML is similar to ours but using fixed weights. The results justify our claim that learning the task-relationship matrix adaptively leads to improved performance. As expected, both OOKLA and OSMTL consume less or comparable CPU time than the subset of baselines which take into account learning inter-task relationships. Unlike in the OMTRL algorithm that recomputes the task covariance matrix every (10) iteration using expensive SVD routines, the task-relationship matrix in our proposed methods (and OSMTL) are updated independently for each task. We implement the OSMTL with exponential update for our experiments as it has shown to perform better than the other baselines. One of the major drawbacks of OSMTL is that it learn only the positive correlations between the tasks. The performance of OSMTL worsens when the tasks are negatively correlated. As we can see from the table, our proposed methods outperform OSMTL significantly in the Newsgroup dataset.

Table 4.7 compares the proposed methods with different budget schemes and budget sizes in terms of test set AUC scores and the runtime. We use OOKLA-sum for this experiment. We set the value of B to {50, 100, 150} for all the datasets. We compare our proposed budgeted learning
Table 4.7: Evaluation of proposed methods with different budgets: means and standard AUC (test set) scores over 10 random shuffles.

<table>
<thead>
<tr>
<th>Models</th>
<th>Newsgroups</th>
<th>Spam</th>
<th>Sentiment</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>50</td>
<td>100</td>
</tr>
<tr>
<td><strong>Budget (B)</strong></td>
<td></td>
<td>50</td>
<td>100</td>
</tr>
<tr>
<td>RBP</td>
<td>0.6272</td>
<td>0.6426</td>
<td>0.5679</td>
</tr>
<tr>
<td></td>
<td>(0.07)</td>
<td>(0.06)</td>
<td>(0.02)</td>
</tr>
<tr>
<td></td>
<td>6.5s</td>
<td>14.5s</td>
<td>1772.4s</td>
</tr>
<tr>
<td>Forgetron</td>
<td>0.6353</td>
<td>0.6546</td>
<td>0.5579</td>
</tr>
<tr>
<td></td>
<td>(0.07)</td>
<td>(0.06)</td>
<td>(0.02)</td>
</tr>
<tr>
<td></td>
<td>9.1s</td>
<td>20.5s</td>
<td>2219.1s</td>
</tr>
<tr>
<td>Projectron</td>
<td>0.6399</td>
<td>0.6352</td>
<td>0.5215</td>
</tr>
<tr>
<td></td>
<td>(0.03)</td>
<td>(0.03)</td>
<td>(0.01)</td>
</tr>
<tr>
<td></td>
<td>16.7s</td>
<td>24.7s</td>
<td>2712.0s</td>
</tr>
<tr>
<td>Budget-OKL</td>
<td>0.6810</td>
<td>0.6472</td>
<td>0.5683</td>
</tr>
<tr>
<td></td>
<td>(0.02)</td>
<td>(0.03)</td>
<td>(0.02)</td>
</tr>
<tr>
<td></td>
<td>6.3s</td>
<td>18.8s</td>
<td>1708.8s</td>
</tr>
<tr>
<td>Budget-OOKLA</td>
<td><strong>0.7576</strong></td>
<td><strong>0.7485</strong></td>
<td><strong>0.6117</strong></td>
</tr>
<tr>
<td></td>
<td>(0.04)</td>
<td>(0.08)</td>
<td>(0.06)</td>
</tr>
<tr>
<td></td>
<td>9.9s</td>
<td>20.1s</td>
<td>2250.5s</td>
</tr>
</tbody>
</table>

Figure 4.3: Number of training examples vs Average rate of mistakes calculated for different values of $L$.

algorithm (Algorithm 11) with the following state-of-the-art algorithms for online budgeted learning: (1) Random Budgeted Perceptron (RBP) [23]- randomly chooses an example to remove (2) (Self-tuned) Forgetron [36]- forgets the oldest example (3) Projectron++ [84]- projects the new example on the others (4) Budgeted Online Kernel learning (Budget-OKL)- removes an example using equation 4.37 (5) Budgeted Online Output Kernel Learning (Budget-OOKLA)-removes an example using equation 4.36. Following [22], we implement the online multitask version of RBP, Forgetron and Projectron for our experiments.

Table 4.7 shows both the test set AUC scores (first line) and time taken for learning from one instance (including the removal step). It is evident from the table, our proposed budgeted learning algorithm for online multitask learning significantly outperforms the other state-of-the-art budget schemes on most settings. Our proposed algorithm uses the relationship between the tasks efficiently to choose the next example for removal.
Finally, we evaluate the performance of the proposed two-stage budgeted scheme compared to the Algorithm 11. To study the effect of different budget sizes $L$, we compute the cumulative mistake rate $\sum_t I\{y_t \neq \hat{y}_t\}$ measured at each time-step $t$. Figures 4.3 show average rate of mistakes against the number of training examples seen so far on newsgroup, spam and sentiment datasets for different values of $L$. We fix the value of $B = 100$. As we can see from the figures, even for small values of $L$, the average mistake rate of the two-stage budgeted learning algorithm is comparable to the model which uses all the examples from the support set $S$. We observe similar trend in the test set AUC scores. On average, we achieved over 16% improvement in running time compared to the budget maintenance scheme in Algorithm 11. We believe that the time consumption and the performance improvement will be even better for applications with larger numbers of tasks.

4.4 Conclusions

In this chapter, we proposed novel algorithms for lifelong learning problem. We proposed a self-paced learning framework for multiple tasks that jointly learns the latent task weights and shared knowledge from all the tasks. The proposed method iteratively updates the shared knowledge based on these task weights and thus improves the learning performance. By allowing the $\tau$ to take the probabilistic interpretation, we can easily see which tasks are easier to learn at any iteration, and prefer those for task selection.

We proposed a novel framework for multitask and lifelong learning that factors the task parameters into a shared feature representation and a task structure to learn from multiple related tasks. We formulated two approaches, motivated from recent work in multitask latent feature learning. The first (BiFactor MTL), decomposes the task parameters $W$ into two low-rank matrices: latent feature representation $F$ and task structure $G$. As this approach is restrictive on the number of clusters in the latent feature and task space, we proposed a method called TriFactor MTL, which introduces an additional degree of freedom to permit different clusterings. We developed a highly scalable and efficient learning algorithm using conjugate gradient descent and generalized Sylvester equations. We extended the proposed approaches to the lifelong learning setting where the latent representations $F$ and $S$ (in case of TriFactor MTL) to transfer to the novel tasks. Extensive empirical analysis on both synthetic and real datasets show that Trifactor multitask learning outperforms the other state-of-the-art multitask and lifelong baselines, thereby demonstrating the effectiveness of the proposed approach.

We proposed a lifelong learning algorithm using output kernels. The proposed method efficiently learns both the model and the inter-task relationships at each iteration. Our update rules for learning the task relationship matrix, at each iteration, were motivated by the recent work in output kernel learning. In order to handle the memory explosion from an unbounded support set in the lifelong learning setting, we proposed a new budget maintenance scheme that utilizes the task relationship matrix to remove the least-useful (high confidence) example from the support set. In addition, we proposed a two-stage budget learning scheme based on the intuition that each task only requires a subset of the representative examples in the support set for efficient learning. It provides a competitive and efficient approach to handle large number of tasks in many real-life applications.
The effectiveness of our algorithms are empirically verified over several benchmark datasets, outperforming several competitive baselines both in the unconstrained case and the budget-limited case, where selective forgetting was required. Future research includes other forms of budget limits (e.g. time or reprocessing capacity), more complex inter-task relationships (e.g. hierarchical), and additional factors such as task reliability (e.g. prefer transferring from a well-trained related task, vs from a relatively data-sparse one, whose model is less reliable).
Chapter 5

Conclusion

5.1 Summary

Inspired by established human learning principles, we proposed online and adaptive algorithms for learning from multiple related tasks and leveraged the acquired knowledge to learn new concepts and solve new problems efficiently. Our work in multitask and lifelong learning scales to large-scale applications where both the tasks and the examples of the tasks arrive in an online fashion. We utilized the inherent relationship between the tasks and their shared representation to improve the performance of multitask and lifelong learning problems. Learning from related tasks in this setting is a challenging problem. In this thesis, we proposed several methods that address this problem under practical constraints:

1. *Data from multiple tasks arrive sequentially.* In chapter 2, we proposed Smoothed Multitask Learning (SMTL) that learns the task structure adaptively from data in an online fashion with simple update equations. We leveraged task relatedness structure to improve the generalization capability by combining data from all tasks.

   Based on the motivation to address the aforementioned challenges, we proposed an algorithm that features probabilistic interpretation, efficient updating rules for learning the asymmetric relationship between the tasks and flexible modulations on whether learners focus on their specific task or on jointly address all tasks [80]. The key idea is based on smoothing the loss function of each task w.r.t. a probabilistic distribution over all tasks, and adaptively refining such distribution over time. We proved a sub-linear regret bound as compared to the best linear predictor in hindsight.

   We extended our learning setting to multiple kernel learning where each task is associated with multiple kernels and proposed a two-stage learning approach to learn the model parameters, optimal kernel weights, and the task relationship efficiently [77]. In addition to the graph relations between the task, We explored other structural assumptions such as clusters [81], overlapping groups, etc. under the online learning setting.

2. *Human-generated labels are expensive.* In chapter 3, we proposed selective sampling for multitask learning to automatically decide whether or not to pay a unit cost and query the teacher for the correct label from the Oracle. The primary intuition we leveraged in this work is that task performance can be improved both by querying external oracles and by
querying peer tasks, where the former incurs a cost or at least a query-budget bound, but the latter requires no human attention. Hence, our hypothesis was that with bounded queries to the human expert, additionally querying peers should improve task performance. Instead of always requesting a label from a human oracle, our proposed method first determines if the learner for each task can acquire that label with sufficient confidence from its peers either as a task-similarity weighted sum or from the single most similar task. If so, it saves the Oracle query for later use in more difficult cases, and if not it queries the human oracle.

3. **Shared Annotator** In the later part of chapter 3, we showed a learning framework for online multitask learning when there is a shared annotator. We proposed learning from peers in shared annotator setting. Unlike in the tradition approach, instead of choosing observation with low confidence, we consider the observation with maximum transfer to the peers. In addition to using the Oracle as a strong annotator, we utilize the peers as weak annotators (experts) using the peer weights (task relationship matrix).

4. **Tasks arrive sequentially.** In chapter 4, we considered self-paced learning of multiple tasks by gradually learning from easier to harder tasks. In this setting, the shared knowledge learned from previously learned tasks are used to solve novel tasks, following a lifelong learning paradigm. When it comes to lifelong learning, it is natural to ask, Is it possible to use an existing multitask algorithm to solve a lifelong learning problem? Our proposed framework based on self-paced learning utilizes a curriculum defined dynamically by the learner ("self-paced") instead of a fixed curriculum set a-priori by a teacher [78]. It allowed us to use a certain class of existing multitask algorithms for solving the lifelong learning setting. Our proposed method starts with an easier set of tasks, and gradually introduces more difficult ones to build the shared knowledge base. It provides a natural way to specify the trade-off between choosing the easier tasks to update the shared knowledge and learning new tasks using the knowledge acquired from previously learned tasks.

5. **Data and tasks arrive sequentially.** In the latter part of chapter 4, we considered a difficult problem setting in lifelong learning where both the observation and task arrive sequentially [79]. We defined the task relatedness as output kernels in Reproducing Kernel Hilbert Space (RKHS) on multitask instances. We proposed a novel algorithm called Online Output Kernel Learning Algorithm (OOKLA) for lifelong learning setting with simple and quite intuitive update rules for learning the output kernel sequentially. When we receive a new example, the algorithm updates the output kernel when the learner made a mistake by computing the similarity between the new example and the set of representative examples (stored in the memory) that belongs to a specific task. If the two examples have similar (different) labels and high similarity, then the relationship between the tasks is increased (decreased) to reflect the positive (negative) correlation and vice versa.

To avoid the memory explosion, we introduce a robust budget-limited version of the proposed algorithm, which efficiently utilizes the relationships between the tasks to bound the total number of representative examples in the support set. In addition, we proposed an efficient two-stage budgeted scheme for tackling the task-specific budget constraints in lifelong learning.
5.2 Future Works

Our contributions in this thesis will be useful in several applications such as spam detection, sentiment analysis, stock market prediction, object detection, autonomous robot learning, etc. There are several interesting problems that remained unexplored in online multitask and lifelong learning. Here we briefly discuss a few possible directions.

5.2.1 Lifelong Multi-agent Learning

In many applications, multiple agents interact and work together to solve a problem or to master a new skill, etc. By considering each learning agent as a task, we can extend our work in this thesis to multi-agent learning with the continuous adaptation of the learning system to the dynamic environment especially when there are many learners (or agents) interacting with each other under realistic assumptions. This problem has gained significant interests in related topics such as multi-armed bandits and multi-agent reinforcement learning. We can consider this problem under two different learning environments: 1) Collaborative where the learning agents work and interact together to solve a problem 2) Competitive where the learning agents learn from their opponents to solve a problem or compete with other agents to learn a new skill. We have already seen a multi-agent learning in a collaborative setting in chapter 3 where several learners collaborate with each other by querying from the peers for instances with low confidence.

Following our work on learning from peers and lifelong learning, we can pursue a similar setting in lifelong multi-agent learning. Here the learning agents share the knowledge accumulated in the past with the other agents. In addition to the latent structural assumption among the tasks, we can consider the structural constraints on the environment. Towards this end, we can assume that these structural constraints are only partially known to the agents and provide a learning advantage by sharing the partial information with each other. This setting is common in multi-agent reinforcement learning.

5.2.2 Distributed Multitask Learning

Unlike in the traditional multitask learning where we build models for data (from all the tasks) collected at a centralized location, distributed multitask learning focuses on communication and computationally-efficient algorithms for multitask learning where the data for each task resides in different geographical locations. While the previous work in distributed multitask learning considered selecting the features that affect all the tasks using shared sparsity (such as $\ell_1/\ell_2$), we can leverage the pairwise interrelationship graph of the tasks for efficient communication between the models. The motivation behind this approach is that since task relationship is asymmetric and knowledge transfer is typically from information-rich tasks to information-poor ones, we can reduce the communication cost significantly by learning and utilizing the inter-task relationship graph. Based on this interest, we can extend this approach to developing privacy-preserving multitask learning algorithm in a distributed setting with delayed and anonymous communication feedbacks.
5.2.3 Multitask approach to Hyper-parameter Optimization

Recent interests in model search and hyper-parameter optimization, fueled by the need for complex models to represent the data from novel applications, can be viewed in the online and lifelong learning setting. In lifelong learning, model search and hyper-parameter optimization on a novel task can be greatly improved by utilizing the knowledge learned from the related tasks. This approach can significantly reduce the search space by leveraging the shared structure among the tasks.

In addition to the above topics, there are several possible directions for the future research such as other forms of budget limits (e.g. time or reprocessing capacity) for lifelong learning setting, more complex inter-task relationships (e.g. hierarchical), learning with outlier tasks, structural constraints in the environment and additional factors such as task reliability (e.g. prefer transferring from a well-trained related task, vs from a relatively data-sparse one, whose model is less reliable), lifelong learning when there is no task demarcation such as task identifier etc.
Appendix A

Online Multitask Learning Proofs

A.1 Second-order OSMTL

In case of squared error loss, the second order online algorithm for the proposed OSMTL is given below.

Algorithm 13: Second-order Smoothed MTL (Supplementary)

Input: Number of Rounds $T$, Regularization Parameters $\gamma, \lambda > 0$

Initialize $S^0 = \emptyset, v^0_j = 0_p, \eta = e_j, j = 1 \ldots K$

for round $t = 1, 2, \ldots T$

1. Receive $\{x^t_1, x^t_2, \ldots, x^t_K\}$

2. Predict $\hat{y}^t_j = \text{sign}(w^t_j x^t_j)$, for $j = 1 \ldots K$

   where $w^t_j = (\gamma I + S^t_j - \eta^t_j x^t_j)^{-1} v^t_j$.

3. Receive $y^t_1, y^t_2, \ldots, y^t_K$

4. Update each task $j = 1 \ldots K$ if $y^t_j \neq \hat{y}^t_j$:

   (a) $v^t_j = v^{t-1}_j + \sum_k \eta^t_j y^t_k x^t_k$

   (b) Set $S^t_j = [S_j^{-1}, [\eta^t_j x^t_k]_{k=1}^K]$

   (c) for $k = 1 \ldots K$, update $\eta^t_{jk}$ as in OSMTL

A.2 Proof of Theorem 1

Proof. Define $\Delta_k^{(t)} = \|w_k^{(t)} - w^*_k\|^2 - \|w_k^{(t+1)} - w^*_k\|^2$.

We can first upper bound $\sum_{t \in T} \Delta_k^{(t)}$ via $\sum_{t \in [T]} \Delta_k^{(t)} = \sum_{t \in [T]} \|w_k^{(t)} - w^*_k\|^2 - \|w_k^{(t+1)} - w^*_k\|^2 = \|w_k^{(0)} - w^*_k\|^2 - \|w_k^{(T+1)} - w^*_k\|^2 \leq \|w^*_k\|^2$. 
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We further notice any non-zero $\Delta_k^{(t)}$ can be lower-bounded via

$$\Delta_k^{(t)} = \|w_k^* - w_k^{(t)}\|^2 - \|w_k^{(t)} - C \sum_{j \in [K]^+} \eta_{kj}^{(t)} \ell_{kj}^{(t)} - w_k^*\|^2$$

(A.1)

$$= 2C w_k^* \sum_{j \in [K]^+} \eta_{kj}^{(t)} \ell_{kj}^{(t)} - 2C w_k^* \sum_{j \in [K]^+} \eta_{kj}^{(t)} \ell_{kj}^{(t)} - C^2\| \sum_{j \in [K]^+} \eta_{kj}^{(t)} \ell_{kj}^{(t)} \|^2_2$$

(A.2)

$$\geq 2C \sum_{j \in [K]^+} \eta_{kj}^{(t)} (\ell_{kj}^{(t)} - 1) - 2C \sum_{j \in [K]^+} \eta_{kj}^{(t)} (\ell_{kj}^{(t)} - 1) - C^2\| \sum_{j \in [K]^+} \eta_{kj}^{(t)} y_j^{(t)} x_j^{(t)} \|^2_2$$

(A.3)

$$= 2C \sum_{j \in [K]^+} \eta_{kj}^{(t)} \ell_{kj}^{(t)} - 2C \sum_{j \in [K]^+} \eta_{kj}^{(t)} \ell_{kj}^{(t)} - C^2\| \sum_{j \in [K]^+} \eta_{kj}^{(t)} y_j^{(t)} x_j^{(t)} \|^2_2$$

(A.4)

$$\geq 2C \eta_{kk}^{(t)} (\ell_{kk}^{(t)} - \ell_{kk}^{(t)*}) - 2C \sum_{j \in [K]^+} \eta_{kj}^{(t)} \ell_{kj}^{(t)*} - C^2 R^2$$

(A.5)

$$\geq 2C \alpha (\ell_{kk}^{(t)} - \ell_{kk}^{(t)*}) - 2C(1 - \alpha) \ell_{kk}^{(t)*} - 2C \sum_{j \in [K]^+} \eta_{kj}^{(t)} \ell_{kj}^{(t)*} - C^2 R^2$$

(A.6)

$$= 2C \alpha (\ell_{kk}^{(t)} - \ell_{kk}^{(t)*}) - 2C(1 - \alpha) (\ell_{kk}^{(t)*} + \sum_{j \in [K]^+} \eta_{kj}^{(t)} \ell_{kj}^{(t)*}) - C^2 R^2$$

(A.7)

$$\geq 2C \alpha (\ell_{kk}^{(t)} - \ell_{kk}^{(t)*}) - 2C(1 - \alpha) (\ell_{kk}^{(t)*} + \max_{j \in [K]^+} \ell_{kj}^{(t)*}) - C^2 R^2$$

(A.8)

Combining the aforementioned upper and lower bound over $\sum_{t \in [T]} \Delta_k^{(t)}$, we have

$$\sum_{t \in [T]} (\ell_{kk}^{(t)} - \ell_{kk}^{(t)*}) \leq \frac{1}{2C\alpha} \|w_k^*\|^2 + \frac{(1 - \alpha) T}{\alpha} \left( \ell_{kk}^{(t)*} + \max_{j \in [K]^+} \ell_{kj}^{(t)*} \right) + \frac{C R^2 T}{2\alpha}$$

(A.10)

\[\square\]

**A.3 Proof of Corollary 2**

**Proof.** By setting $\alpha = \frac{\sqrt{T}}{1 + \sqrt{T}}$ and $C = \frac{1 + \sqrt{T}}{\sqrt{T}}$, we have

$$\sum_{t \in [T]} (\ell_{kk}^{(t)} - \ell_{kk}^{(t)*}) \leq \frac{\sqrt{T}}{2} \|w_k^*\|^2 + \sqrt{T} \left( \ell_{kk}^{(t)*} + \max_{j \in [K]^+} \ell_{kj}^{(t)*} \right) + \frac{(1 + \sqrt{T})^2}{2\sqrt{T}} R^2$$

(A.11)

$$\leq \frac{\sqrt{T}}{2} \|w_k^*\|^2 + \sqrt{T} \left( \ell_{kk}^{(t)*} + \max_{j \in [K]^+} \ell_{kj}^{(t)*} \right) + 2\sqrt{T} R^2$$

(A.12)

$$= \sqrt{T} \left( \frac{1}{2} \|w_k^*\|^2 + \ell_{kk}^{(t)*} + \max_{j \in [K]^+} \ell_{kj}^{(t)*} + 2R^2 \right)$$

(A.13)
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Asymptotically, the average regret of our algorithm w.r.t the best predictor $w^*$ in hindsight goes to 0. Since our algorithm depends on $C$ and $\alpha$, our algorithm needs to know the value of $T$. We can get rid of the dependence of our regret bound on $T$ using the doubling trick. \hfill $\square$
Appendix B

Active Learning from Peer Proofs

B.1 Proof of Theorem 3

Proof. We prove our theorem 3 for Algorithm 5 using the following lemma [26].

Lemma 5. For a given example at round $t$, $(x^{(t)}, y^{(t)})$, let $\alpha$ be some constant and $\gamma$ be the margin. Let $\{w^*_k\}_{k \in [K]}$ be any arbitrary vectors where $w^*_k \in \mathbb{R}^d$ and its hinge loss on the examples $(x^{(t)}, y^{(t)})$ is given by $\ell_{kk}^{(t)} = (\gamma - y^{(t)} x^{(t)} w^*_k)_+$. We have the following inequality:

$$
\alpha \gamma + |\hat{p}_k^{(t)}| \leq \alpha \ell_{kk}^{(t)} + \frac{1}{2}\|\alpha w^*_k - w^{(t-1)}_k\|^2 - \frac{1}{2}\|\alpha w^*_k - w^{(t)}_k\|^2 + \frac{1}{2}\|w^{(t-1)}_k - w^{(t)}_k\|^2
$$

Proof.

$$
gamma - \ell_{kk}^{(t)} = \gamma - (\gamma - y^{(t)} x^{(t)} w^*_k)_+ \\
\leq y^{(t)} x^{(t)} w^*_k \\
= y^{(t)} x^{(t)} (w^*_k - w^{(t-1)} + w^{(t-1)}) \\
= y^{(t)} x^{(t)} w^{(t-1)} + \frac{1}{2}\|w^*_k - w^{(t-1)}\|^2 - \frac{1}{2}\|w^*_k - w^{(t)}\|^2 + \frac{1}{2}\|w^{(t-1)} - w^{(t)}\|^2
$$

The above inequality holds for any $\gamma > 0$ and any arbitrary vector $w^*_k$, we replace $\gamma$ by $\alpha \gamma$ and $w^*_k$ by $\alpha w^*_k$ where $\alpha$ is some constant to be optimized. Since $y^{(t)} x^{(t)} w^{(t-1)} \leq 0$ when we make a mistake at round $t$, we get our inequality by using the notation $\hat{p}_k^{(t)} = x^{(t)} w^{(t-1)}$.

$$
\alpha \gamma + |\hat{p}_k^{(t)}| \leq \alpha \ell_{kk}^{(t)} + \frac{1}{2}\|\alpha w^*_k - w^{(t-1)}_k\|^2 - \frac{1}{2}\|\alpha w^*_k - w^{(t)}_k\|^2 + \frac{1}{2}\|w^{(t-1)}_k - w^{(t)}_k\|^2
$$

Note that, for a task $m$ ($m \neq k$), $y^{(t)} x^{(t)} w^{(t-1)}_m \leq 0$ is not necessarily true and $\|w^{(t-1)}_m - w^{(t)}_m\|^2 = 0$ since $w^{(t)}_m = w^{(t-1)}_m$ at round $t$. 
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To prove theorem 3, we bound the following two terms: $b_2(\alpha \gamma + |\hat{\rho}^{(t)}_k|) + \sum_{m \in [K]} \tau^{(t)}_{km} |\hat{\rho}^{(t)}_m| (\alpha \gamma + |\hat{\rho}^{(t)}_k|)$ where $\hat{\rho}^{(t)}_m = \langle x^{(t)}, w_m^{(t-1)} \rangle$. Summing over $t$, we use $w_k^{(t)} = w_k^{(t-1)}$ when there is no mistake $(M^{(t)} = 0)$ and $\|w_k^{(t-1)} - w_k^{(t)}\|^2 \leq X^2$ otherwise. We use $\sum_{t=1}^T \|\alpha w_k^* - w_k^{(t-1)}\|^2 - \frac{1}{2} \|\alpha w_k^* - w_k^{(t)}\|^2) = \frac{\alpha^2}{2} \|w_k^*\|^2$ and $w_k^{(0)} = 0$. Consider the $m^{th}$ task in the second term $(m \neq k)$, we have:

$$
\sum_t M^{(t)} Z^{(t)} |\hat{\rho}^{(t)}_m| (\alpha \gamma + |\hat{\rho}^{(t)}_k| - \frac{X^2}{2}) \\
\leq \sum_t M^{(t)} Z^{(t)} [\alpha |\hat{\rho}^{(t)}_m| \ell^{(t)*}_{kk} + \frac{\alpha^2}{2} |\hat{\rho}^{(t)}_m| \|w_m^*\|^2] \\
\leq \sum_t M^{(t)} Z^{(t)} [\alpha (\gamma b_2 - |\hat{\rho}^{(t)}_m| y^{(t)} \langle x^{(t)}, w_m^* \rangle)_+ + \frac{\alpha^2 b_2}{2} \|w_m^*\|^2] \\
\leq \sum_t M^{(t)} Z^{(t)} [\alpha (\gamma b_2 - (y^{(t)} \langle x^{(t)}, w_m^* \rangle - \frac{1}{2} \|w_m^*\|^2) y^{(t)} \langle x^{(t)}, w_k^{(t-1)} \rangle + \frac{1}{2} \|w_k^*\|^2 + \frac{X^2}{2}])_+ + \frac{\alpha^2 b_2}{2} \|w_k^*\|^2] \\
\leq \sum_t M^{(t)} Z^{(t)} [\alpha (\gamma b_2 - (y^{(t)} \langle x^{(t)}, w_m^* \rangle - \frac{1}{2} \|w_m^*\|^2) b_2)_+ + \frac{\alpha^2 b_2}{2} \|w_m^*\|^2] \\
\leq \sum_t M^{(t)} Z^{(t)} [b_2 (\alpha \ell^{(t)*}_{km} + \frac{\alpha^2}{2} \|w_m^*\|^2 + \frac{\alpha^2}{2} \|w_k^*\|^2)]
$$

where we have used the inequalities in Lemma 5 for both the tasks $k$ and $m$ $(m \neq k)$. We set $b_2 = b_1 + \frac{1}{2} \|w_k^*\|^2 + \frac{X^2}{2}$. We choose $\alpha = (2b_1 + X^2)/2\gamma$. Now, combining both the terms, we have:

$$
\sum_{t=1}^T M^{(t)} Z^{(t)} \left[ (b_1 + |\hat{\rho}^{(t)}_k|) (b_2 + \sum_{m \in [K]} \frac{\tau^{(t)}_{km}}{8\gamma^2} \|w_m^*\|^2) \right] \leq b_2 \left[ \frac{(2b_1 + X^2)^2}{8\gamma^2} (\|w_k^*\|^2 + \sum_{m \in [K]} \tau^{(t)}_{km} \|w_m^*\|^2) \right] \\
\leq \frac{(2b_1 + X^2)^2}{2\gamma^2} \left( \sum_t M^{(t)} Z^{(t)} \ell^{(t)*}_{kk} + \sum_t \sum_{m \in [K]} \tau^{(t)}_{km} M^{(t)} Z^{(t)} \ell^{(t)*}_{km} \right)
$$

Taking expectation on both side and using $\hat{L}_{kk} = \mathbb{E} \left[ \sum_t M^{(t)} Z^{(t)} \ell^{(t)*}_{kk} \right]$ gives the desired result.

□
Appendix C

Application: Industrial Scientific Workplace Incident Prediction

C.1 Varying Coefficient Models for Temporal Data

Many real world applications, such as stock market, social network, network traffic, genomics, etc, exhibit a time-varying characteristics. In this chapter, we consider one such application, where the data is associated with temporal information (time stamp) and a complex, time-varying dependency structure over the feature set (correlation graph). We consider a novel problem closely related to the lifelong learning setting called Varying Coefficient models. This chapter focuses on an application that involves the prediction of number of workplace incidents based on the safety inspection data. Typically, the data is collected manually from different locations for different projects by safety inspectors, but these data may also be collected from sensors deployed in different locations.

The observation are recorded based on safety checklist, a set of simple yes/no questions such as ‘Is the person wearing a head protection?’ or ‘Are there proper ventilation for the job?’. These questions are categorized and they do overlap for different projects handled in a location. The severity of the incidents ranges from simple sprain to person’s death and are collected based on OSHA standards. In this year alone, there have been 825 fatalities reported to OSHA from across the country. There is a necessity to predict the number of incidents in the future to prevent the actual injuries.

As we can see in Figure C.1, the number of incidents change with time and, clearly, varying coefficient model can explain this behavior better than any other parametric model. Similar trends are seen in number of inspections and projects. In addition, we observe that the feature set can be represented as a graph (for e.g., correlation graph), where each project in a location uses a subgraph/subset of this feature set. Each project exhibit a different dependency structure over the feature set and start and end dates of a project are unknown or not available.

The varying coefficient model is an important generalization of linear regression model and has been studied extensively over the past decade [45, 48]. The model assumes that the regression coefficients are an unknown function of some other variables, called effect modifiers [46].

1https://www.osha.gov/
work, we consider the regression coefficients as functions of time. For a set of random variables $Y, x_1, x_2, \ldots, x_p$ and $T$, a time-varying coefficient model has the following form:

$$Y_i = X_i' \beta(t_i) + \epsilon_i, \ i = 1, \ldots, N$$

We assume that the regression coefficient function is multidimensional piecewise constant with coefficient values and the dependency structure, i.e., there exists a $K$-way partition of the sample $\{1, \ldots, N\}$ i.e., $[t_1 = \tau_1 < \tau_2 < \ldots < \tau_K = t_N]$, such that, $\beta(t) = \beta_{\tau_k}$, for $t \in [\tau_{(k-1)}, \tau_k]$ and the correlation graph associated with this interval, $G_{\tau_k}$ is same for all $X_i, i \in [\tau_{(k-1)}, \tau_k]$. Since we are dealing with high dimensional problem, we use the $l1$-sparsity constraint to select the subset of features (or subgraph of the features) relevant to the outcome ([109]).

Our problem involves two unknowns: the $K$-way partition set and the graph constrained and sparsity constrained regression coefficient function. Note that both the size of the partition set ($K$) and the actual partition set are unknown. Several papers have discussed this problem (multiple change-point detection, [11]). Most recently, [67] and [111] proposed change-point detection for signal approximation with lasso and group lasso. While the former is proposed for one dimensional signal approximation, the latter can be extended to multidimensional signal approximation.

Based on [67], Kolar et al. (2009) estimated the partition boundaries for the varying coefficient models with fused lasso, which penalize the coefficient values of adjacent temporal difference in each dimension separately. In our application, the model requires that both the coefficient values and their dependency structure changes at the (unknown) partition boundaries. To enforce this constraint, we estimate the multiple change points with fused group lasso, instead of fused lasso penalty. It ensures that all the coefficient values change at the partition boundaries, with which we can estimate correlation graph for each partition separately [111]. From these partitions, we can estimate the regression coefficient with graph and sparsity constraints. In this work, we use graph-structured fusion penalty to estimate the coefficients with network constraints [57, 68].
In the next section, we present temporally-fused lasso and its variants. We provide the parameter estimation for our temporal models. Finally, we demonstrate the performance of our temporal models on simulated and workplace incident dataset, followed by conclusion.

C.1.1 The Methodology

Notations

Suppose we have a sample of \( N \) observations, each represented by a \( p \)-dimensional feature vector. Let \( X = (x_1, x_2, \ldots, x_p) \in \mathbb{R}^{N \times p} \) be the input matrix and \( Y \in \mathbb{R}^N \) represent the outcome variable. We assume a varying coefficient model discussed in the introduction. Let \( \beta(t_i) \in \mathbb{R}^p \) be the regression coefficient vector associated with the \( i \)th observation. We assume that the feature variables \( x_j \) are centered to have zero mean and unit variance, and the outcome variable \( y \) has mean 0, so that, we consider the model without an intercept.

Temporal Graph-guided Fused Lasso

For our model assumptions, we consider the temporal graph-guided fused lasso penalty to predict workplace incidents. We analyze the following estimator for our application:

\[
\min_{\beta} \frac{1}{2} \sum_{i=1}^{N} (Y_i - X_i \beta(t_i))^2 + \lambda \sum_i ||\beta(t_i)||_1 + \gamma_1 \sum_i ||\beta(t_i) G(\beta(t_i))||^\alpha + \gamma_2 \sum_{i=2}^{N} ||\beta(t_i) - \beta(t_{i-1})||_2
\]

(C.1)

where \( \{\lambda, \gamma_1, \gamma_2\} \) are regression coefficients that depend on \( N \). The loss function estimates the square loss between the true number of incidents and the estimated number of incidents. The first penalty term promotes sparsity in the regression coefficients, the second penalty induces graph structured constraints over the feature set and the third penalty term identifies the partition boundaries.

For \( V = \{1, \ldots, p\} \) and \( E = \{(m, l) : \forall (m, l) \in V \times V \) and \( w(r_{ml}) \geq \rho\} \), \( G(\beta(t_i)) \) is a \( |V| \times |E| \) matrix with entries: \( (m, (m, l)) = \sqrt{w(r_{ml})} \) and \( (l, (m, l)) = -\text{sign}(r_{ml}) \sqrt{w(r_{ml})} \). \( w(r_{ml}) \in \mathbb{R} \) denote the weight of the edge \( e = (m, l) \in E \). We choose \( r_{ml} \) to represent the strength of correlation between \( x_m \) and \( x_l \). In this work, we use a simple strategy for constructing the feature graph \( G \) by computing a pairwise correlation between \( x_m \) and \( x_l \) and taking \( w(r_{ml}) = |r_{ml}| \).

The parameter \( \alpha \) takes the value in \( \{1, 2\} \). When \( \alpha = 1 \), the graph constrained penalty forces the features sharing an edge to take the same coefficient values and when \( \alpha = 2 \), their coefficient values are closer to each other.

Estimation Procedures

When the partition boundaries and the graph structures of each partition are available a priori, equation C.1 can be easily optimized. With the partition boundaries unknown (and hence the
Figure C.2: Regression coefficients estimated by different models for a simulated dataset ($p = 20, K = 20$). We used threshold $\rho = 0.6$ for correlation graph and signal strength $b = 0.8$. Blue pixels indicate positive values. (A) True coefficient matrix with each row corresponds to $\beta(t_{ik})$ (B) TESLA (C) Our Procedure.

associated correlation graph), we consider an adaptive procedure to estimate the values of the regression coefficients in equation C.1. Due to the bias introduced by the fusion penalty [91], we use a two-stage procedure: (1) estimate the partition boundaries (2) estimate the regression coefficients with $\ell_1$-sparsity and graph constraints.

**Estimating Partition Boundaries**

We first estimate the partition boundaries with group fused lasso.

$$\min_{\beta} \frac{1}{2} \sum_{i=1}^{N} (Y_i - X_i \beta(t_i))^2 + \gamma_2 \sum_{i=2}^{N} \|\beta(t_i) - \beta(t_{i-1})\|_2 \quad (C.2)$$

**Proposition 6.** Given dataset $(X, Y)$, we define

$$X^\dagger = (x^\dagger_1, x^\dagger_2, \ldots, x^\dagger_p) \in \mathbb{R}^{N \times Np},$$

$$x^\dagger_i = \begin{pmatrix} X_1 & 0 & \cdots & 0 \\ X_2 - X_1 & X_2 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ X_N - X_{N-1} & X_N - X_{N-1} & \cdots & X_N - X_{N-1} \end{pmatrix}$$

(we removed the subscript $i$ for clarity)

$$\beta^\dagger = (\beta_1^\dagger, \beta_2^\dagger \ldots \beta_N^\dagger) \in \mathbb{R}^{Np}$$

$$\beta^\dagger_i = \beta_{t_i} - \beta_{t_{i-1}}, \text{for } i = 2 \ldots N$$

and $Y_i^\dagger = Y_i - Y_{i-1}, Y_1^\dagger = Y_1$
\textbf{Algorithm 14: FISTA for detecting multiple change points with group fused lasso}

\textbf{Data:} $\beta^0, X, Y, \gamma_2, L$ — Lipschitz constant  

\textbf{Result:} $\hat{\beta}$  

$w^0 = \beta^0, \alpha^1 = 1$;  

\textbf{while} Convergence met \textbf{do}  

\begin{align*}
g^k &= -X'(Y - Xw^k) \\
\beta^k &= \left(1 - \frac{\gamma_2}{L||w^k - \frac{1}{L}g^k||_2}\right)(w^k - \frac{1}{L}g^k) \\
\alpha^k &= (w^{k+1} - \beta^k)(\beta^{k+1} - \beta^k) > 0? \alpha^k \\
\alpha^{k+1} &= \frac{1}{2} + \sqrt{1 + 4(\alpha^k)^2} \\
w^{k+1} &= \beta^k + \frac{\alpha^k - 1}{\alpha^{k+1}}(\beta^k - \beta^{k-1})
\end{align*}

\textbf{while} Convergence met \textbf{do}

Equation C.2 can be written as

$$
\min_{\beta^1 \in \mathbb{R}^{Np}} \frac{1}{2} ||Y \beta^1||_2^2 + \gamma_2 \sum_{i=2}^{N} ||(\beta^1)_i||_2^2 + \gamma \sum_{i=1}^{N} (Y_i - X_i \beta(t_i))^2 + \lambda \sum_i ||\beta(t_i)||_1 + \gamma_1 \sum_i ||\beta(t_i)'G(\beta(t_i))||^\alpha
$$

Equation C.3 is an objective function with group lasso penalty, which has been studied extensively. We use FISTA given in Appendix to solve the above optimization problem. From the estimates of $\beta^1$, we can get partition boundaries where $\beta^1 \neq 0$.

\textbf{Estimating Regression Coefficients} Let $\tau_k, k = 1 \ldots K$ be the partition boundaries estimated from the previous step. We compute the correlation graph for each partition $G(\beta(\tau_k))$. We construct $X^+ = \text{diag}(X_{\tau_1}, X_{\tau_2}, \ldots, X_{\tau_K})$, a block diagonal matrix with diagonal elements correspond to the matrix with observations from each partition, estimated in the previous step.

\begin{align*}
\min_{\beta^1} \frac{1}{2} \sum_{i=1}^{N} (Y_i - X_i \beta(t_i))^2 + \lambda \sum_i ||\beta(t_i)||_1 + \gamma_1 \sum_i ||\beta(t_i)'G(\beta(t_i))||^\alpha
\end{align*}

When $\alpha = 1$, we can use a coordinate descent algorithm given in Annex A.

\textbf{Proposition 7.} Given $\alpha = 2$, we write

$$
X^* = \left(\frac{1}{1 + \gamma_1}\right) \left(\frac{X^+}{\sqrt{\gamma_1}G'}\right), Y^* = \left(\begin{array}{c} Y \\ 0 \end{array}\right)
$$

where $G \in \mathbb{R}^{p \times \sum_i |E_i|}$ is a block diagonal with $|V| \times |E|$ matrices, one for each partition. Let $\gamma = \frac{\lambda}{\sqrt{1 + \gamma_1}}$ and $\beta^* = \sqrt{1 + \gamma_1} \beta$, then equation C.4 is equivalent to:

$$
\min_{\beta^1} ||Y^* - X^* \beta^*||_2^2 + \gamma ||\beta^*||_1
$$

and the solution to equation C.4 is $\beta = \frac{1}{\sqrt{1 + \gamma_1}} \beta^*$.
When \(\alpha = 1\), equation 4 contains a non-smooth function which cannot be optimized. There are efficient methods to solve this equation (Such as FISTA, ADMM, etc.), but we use a simplest approach. We consider a smooth approximation of the non-smooth function by introducing additional variables \(d_{\tau,j}, d'_{\tau,\tau-1,j}, d''_{\tau,m,l}\) that need to be estimated, along with the regression coefficients.

Minimizing \(\text{Equation C.1}\)

\[
\min_{\beta} \sum_{\tau=1}^{T} ||Y_{\tau} - X_{\tau} \beta||^2 + \lambda \sum_{\tau=1}^{T} \sum_{j=1}^{p} \frac{\beta_j^2}{d_{\tau,j}} + \gamma_1 \sum_{\tau=2}^{T} \sum_{j=1}^{p} \frac{(\beta_j^\tau - \beta_j^{\tau-1})^2}{d'_{\tau,\tau-1,j}} + \gamma_2 \sum_{\tau=1}^{T} \sum_{(m,l) \in E_{\tau}} w^2(r_{ml}) \frac{(\beta^m_{\tau} - \text{sign}(r_{ml})\beta^m_{\tau})^2}{d''_{\tau,m,l}} \tag{C.6}
\]

subject to

\[
\sum_{\tau=2}^{T} \sum_{j=1}^{p} d'_{\tau,\tau-1,j} = 1, \quad \sum_{\tau=1}^{T} \sum_{(m,l) \in E_{\tau}} d''_{\tau,m,l} = 1, \quad \sum_{\tau=2}^{T} \sum_{j=1}^{p} d_{\tau,j} = 1
\]

\[
d'_{\tau,\tau-1,j} > 0, \quad d''_{\tau,m,l} > 0, \quad d_{\tau,j} > 0, \quad \forall ~ \tau,j,m,l
\]

We solve the above problem by optimizing \(d_{\tau,j}, d'_{\tau,\tau-1,j}, d''_{\tau,m,l}\) and \(\beta_{\tau,j}\). In each iteration, we fix the value of \(\beta_{\tau,j}\) and estimate \(d_{\tau,j}, d'_{\tau,\tau-1,j}, d''_{\tau,m,l}\) by taking their derivatives and setting it to 0. We get the following update equations for \(d_{\tau,j}, d'_{\tau,\tau-1,j}, d''_{\tau,m,l}\):

\[
d_{\tau,j} = \frac{|\beta^\tau_j|}{\sum_{j' \neq j} |\beta^\tau_{j'}|}
\]

\[
d'_{\tau,\tau-1,j} = \frac{|\beta^\tau_j - \beta^\tau_{j-1}|}{\sum_{j' \neq j} |\beta^\tau_{j'} - \beta^\tau_{j'-1}|}
\]

\[
d''_{\tau,m,l} = \frac{w(r_{ml})|\beta^m_{\tau} - \text{sign}(r_{ml})\beta^m_{\tau}|}{\sum_{(m',l') \in E_{\tau}} w(r_{m'l'})|\beta^m_{\tau'} - \text{sign}(r_{m'l'})\beta^m_{\tau'}|}
\]

Based on the current estimates for \(d_{\tau,j}, d'_{\tau,\tau-1,j}, d''_{\tau,m,l}\), we optimize over \(\beta_{\tau,j}\) using the following update equation:

\[
\beta^\tau_j = \begin{cases} 
\sum_{n=1}^{N_{\tau}} x^j_n (y_n - \sum_{j' \neq j} x^j_n \beta^j_{j'}) + \gamma_1 \left( \frac{\beta^\tau_{j-1}}{d'_{\tau,\tau-1,j}} \mathbb{1}(\tau > 1) + \frac{\beta^\tau_{j+1}}{d'_{\tau+1,j}} \mathbb{1}(\tau < T) \right) \\
+ \gamma_2 \left( \sum_{(m,l) \in E_{\tau}} w^2(r_{ml}) \frac{\text{sign}(r_{ml})\beta^m_{\tau}}{d''_{\tau,m,l}} \right) + \gamma_2 \left( \sum_{(j,l) \in E_{\tau}} w^2(r_{jl}) \frac{\text{sign}(r_{jl})\beta^l_{\tau}}{d''_{\tau,j,l}} \right) \\
\left/ \left\{ \sum_{n=1}^{N_{\tau}} x^j_n \mathbb{1} + \gamma_1 \left( \frac{1}{d'_{\tau,\tau-1,j}} + \frac{1}{d'_{\tau+1,j}} \right) + \gamma_2 \left( \sum_{(m,l) \in E_{\tau}} w^2(r_{ml}) + \sum_{(j,l) \in E_{\tau}} w^2(r_{jl}) \right) \right\} \right. 
\end{cases}
\]
We repeat the above two steps iteratively until there is a little improvement in the objective function. Regularization parameters $\lambda$ and $\gamma$ can be learned automatically using K-fold cross-validations. We can choose the regularization parameters that minimizes the BIC criterion.

**Implementation Details**

1. We use position independent weights $\sqrt{\frac{N}{1+2(N-i)}}$ for group lasso in equation (3) to avoid boundary effects.
2. We can see that the results are highly sensitive to the correlated graph. But we have very limited data in each partition. One approach might be to use the data from other location to estimate the correlation graph. This might be misleading the observations in each location are different.
3. To estimate, we need to use an adaptive version of the estimator in equation 3. One approach might be to estimate $\hat{\beta}$ and use this to minimize $||\hat{\beta} - \tilde{\beta}||_2 + ||\tilde{\beta}||_2$. Alternatively, we used bootstrap samples to estimate change points. Each change point is chosen with probability $\frac{\#\text{ChangePoints} \tau_k \text{appeared in bootstraps samples}}{\#\text{Samples}}$.

**C.1.2 Experiments**

In this section, we show the performance of the our procedure discussed in the previous section on simulated and real datasets. We use Lasso [109], GRACE [68] and TESLA [60] as our baselines. In addition to our procedure, we consider a model where $G(\beta(t_1)) = G(\beta(t_2)) = \ldots = G(\beta(t_N))$ in equation C.4, i.e., we use the same correlation graph estimated on $(X)$ for all partition instead of estimating correlation graph on $(X_{\tau_k})$ for each partition. We call it iGRACE for temporal data. We choose the regularization parameters $\lambda$ and $\gamma$ by minimizing BIC criterion. We assume that the input matrix $X$ and the outcome variable $Y$ are standardized before the experiments.

**Simulation Study**

We conduct a simulation study to compare the performance of Lasso, GRACE, TESLA and our procedure. We use $K = 20$ partitions of the input matrix with 20 features for generating simulated datasets. We choose the number of observations in each temporal segment $\tau_k$, $N_{\tau_k} \approx 10$, for both training and test data.

We generate the data with both temporal dependencies and feature correlations using the following procedure: we choose subsets $\{\{1\}, \{1, 2\}, \{3, 4, 5\}, \{1, 2, 3, 4, 5\}, \{9\}, \{15, 16, 17\}, \{12\}, \{19\}, \{20\}\}$ of features as groups, and used these groups to sample a covariance matrix $\Sigma$ for each group separately. We generate the observations for each partition from a multivariate Gaussian distribution with mean 0 and covariance $\Sigma$, based on the sparsity pattern of $\beta(t_{\tau_k})$ given in Figure (C.2A). Each non-zero values of $\beta(t_{\tau_k})$ is set to 0.8.

For the first part of the simulated experiment, we restrict our attention to TESLA and our procedure for recovering the true sparsity pattern in temporal domain. We estimate the regression coefficients $\beta$ on the simulated training data to compare them. Figure C.2(A) shows the true
regression coefficients $\beta$ for each partition. Figures (C.2B) and (C.2C) show the regression coefficients $\hat{\beta}$ estimated by TESLA and our procedure.

For $\alpha = 2$, the coefficient estimates of $\beta$, for example $\{15, 16, 17\}$, will be closer to each other, but may not be same. In order to recover the exact sparsity pattern, we use $\alpha = 1$ in equation C.4 for the simulated experiment. Note that there is no need to use $\alpha = 1$ unless the application requires it. We use it in the simulated experiment for the better visualization. We will use $\alpha = 2$ for the real data. Clearly we can see that our procedure succeeds in recovering the true model. TESLA recovers the temporal smoothness, but without the feature correlation, TESLA couldn’t recover the exact support of the regression coefficients.

We evaluate the models on test data with the receiver operating characteristics (ROC) curves for the recovery of true sparsity pattern and prediction errors. performance of the our procedure discussed in the previous section on simulated and real datasets. We use Lasso, GRACE and TESLA to compare it against our procedure. We study the importance of threshold $\rho$ for correlation graph used in GRACE, tGRACE and our procedure. As we can see in Figure C.3, TESLA, tGRACE and our procedure consistently outperform Lasso and GRACE, regardless of the threshold $\rho$, which
Figure C.4: ROC Curve (left) and prediction error (right) estimated for (A) Lasso, (B) GRACE, (C) TESLA and (D) tGRACE with $\rho = 0.3$ and for our procedure (E) with $\rho = 0.85$. The results are averaged over 50 simulated datasets. (Left) X-axis: False positive rate; Y-axis: True positive rate. (Right) Box shows the lower quartile, median, and upper quartile values, and the whiskers show the range of prediction errors in the 50 simulated datasets.

make sense since we are dealing with temporal data.

For lower values of $\rho$, more edges are added to the correlation graph that includes edges $E$ with strong correlations and edges with weak correlations due to the added noise in both covariance matrix and the input data. It is worth noting that tGRACE exhibits better performances than the other models for $\rho = 0.3$, since it uses the correlation constructed from the entire data. This reduces the number of spurious edges added to the edge set $E$. When the threshold is higher (say $\rho = 0.7$), there are no edges in the feature graph, and thus removes the graph constrained penalty function. As a result, the performance curves of TESLA and tGRACE almost entirely overlap. Similar performances can be noticed for GRACE and Lasso.

Even though the performances of our procedure are better than Lasso and GRACE, we can see that our procedure performs worse than TESLA and tGRACE for all the values of $\rho$. As mentioned before, since the correlation graph $G(\beta(t_{\tau_k}))$ is estimated on a subset of the observation, we notice that significant number of spurious edges are added to the edge set $E_{\tau_k}$, even when $\rho = 0.7$. To overcome this problem, we choose the threshold value separately for our procedure to filter these noisy edges.

We repeat the experiment with $\rho = 0.85$ for our procedure. For the other models, we choose the threshold that gave the best results in Figure C.3 ($\rho = 0.3$). Figure C.4 shows the updated ROC curve and prediction errors for the regression models. We can see that our procedure now performs significantly better than all the other models, by utilizing correlation between the features in each partition.

The evaluation results shown in Figures C.3 and C.4 are averaged over 50 randomly generated datasets.
<table>
<thead>
<tr>
<th>Location/Model</th>
<th>Lasso</th>
<th>Elastic Net</th>
<th>GRACE</th>
<th>TESLA</th>
<th>Our Procedure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Complex 0</td>
<td>5.2803</td>
<td>4.7049</td>
<td>3.2828</td>
<td>5.6586</td>
<td>2.2483</td>
</tr>
<tr>
<td>Complex 1</td>
<td>14.0825</td>
<td>11.0319</td>
<td>0.5159</td>
<td>2.6186</td>
<td>0.5057</td>
</tr>
<tr>
<td>Complex 2</td>
<td>0.3901</td>
<td>0.3891</td>
<td>0.3075</td>
<td>0.2913</td>
<td>0.2932</td>
</tr>
<tr>
<td>Complex 3</td>
<td>10.8767</td>
<td>8.3318</td>
<td>0.3132</td>
<td>1.3766</td>
<td>0.3258</td>
</tr>
<tr>
<td>Complex 4</td>
<td>4.3131</td>
<td>4.0839</td>
<td>0.5904</td>
<td>0.9435</td>
<td>0.4996</td>
</tr>
<tr>
<td>Complex 5</td>
<td>0.9010</td>
<td>0.7970</td>
<td>0.1666</td>
<td>0.6119</td>
<td>0.1429</td>
</tr>
<tr>
<td>Complex 6</td>
<td>2.6956</td>
<td>2.6534</td>
<td>0.3143</td>
<td>0.9058</td>
<td>0.2924</td>
</tr>
<tr>
<td>All</td>
<td>0.6186</td>
<td>0.6186</td>
<td>0.6173</td>
<td>0.9194</td>
<td>0.5447</td>
</tr>
</tbody>
</table>

Table C.1: Mean Squared Error (MSE) estimated for Lasso, Elastic Net, GRACE, TESLA and Our Procedure on all datasets. Threshold $\rho = 0.3$

**Workplace Incident Dataset**

Workplace incident dataset contains inspections and the records of incidents collected from different projects at different locations in 2011 and 2012. The dataset consists of $\approx 4000$ observations ($\approx 2000$ observations in each year) with 51 features collected from different locations, each associated with a time stamp. Each observation is a weekly summary of safety inspections at a location with number of incidents happened in that week as an outcome.

We conduct a preliminary experiment to test our real data with each model. For the first part of our experiment, we consider naive assumptions about the dataset. We assume that the partition boundaries are given. We split the dataset into $K = 12$ partitions based on months. We also assume that the features with shared edge take same coefficient values i.e., we set $\alpha = 1$. We use the observations from 2012 for training/validation and the observations from the first month of 2012 as test set. We use the regression coefficient $\beta(t_{12})$ to predict the number of incidents in the test set.

We use training set to learn the regression coefficients and test set to measure the performance of regression models. As in the simulation study, we notice that smaller value for threshold $\rho$ hurts the performance of our procedure. We pick the threshold value for our procedure separately. We randomly sample data from each partition to build the validation set. We use this validation set to choose $\rho = 0.5$ for GRACE, tGRACE, and $\rho = 0.9$ for our procedure.

Figure C.5 shows the prediction error for each model. We use sum of absolute errors ($\|Y - \hat{Y}\|_1$) to compare the performance of the models. We removed the Lasso results since the estimates were beyond the y-axis scale shown in the figure. As we see in Figure C.5 that our procedure performs significantly better than other models. This is good but these results doesn’t give any information to explain the model behavior.

Each partition contains weekly observations collected from different locations, so it is hard to interpret the regression coefficient values, as these values might be influenced by the observations from the locations with larger projects. Moreover, we noticed that there are several locations with temporal gap in the observations, either because there were no projects during that period or that location handles small projects. Nonetheless, even with the shaky assumptions and unreliable data, TESLA, tGRACE and Our Procedure did better than GRACE and Lasso.
In the second part of our experiment, we considered the original problem where the partition set size $K$ and the actual partition set are unknown. In addition, we restricted ourselves to 7 locations for which the observations are available for all two years (Complex0, Complex1, Complex2, Complex3, Complex4, Complex5 and Complex6). Each dataset now contains 104 observations, one for each week. We used every other observations for test data, i.e., observations with odd week number belong to training data and the observations with even week number belong to test dataset. We used this way to split the dataset so that we can use the regression coefficient $\beta_{n_i}$ of week $i$ in the training data to predict the number of incidents for the week $(i + 1)$ in the test data.

We chose GRACE and TESLA as our baseline models for our procedure. We included Lasso and Elastic Net to compare the results with [68]. We used Mean Squared Error (MSE: $\frac{1}{N}||Y - \hat{Y}||^2_2$) to compare the models. Table C.1 shows the results. In addition, we included the result for dataset generated by combining observations from all 7 locations. Lasso, Elastic Net and GRACE results are consistent with the results produced in [68]. We can see that our procedure gave good results in most of the locations. Interestingly, GRACE outperforms TESLA in most of the cases. This explains the importance of using graph constraints to estimate regression coefficients. TESLA performs little better than GRACE and Our Procedure in Complex2 due to the limited number of inspections available for that location. This is consistent with [60]’s results for finite sample data. It is worth noting that Our Procedure gave much smaller MSE than other models when we use all the datasets. This is due to the availability of better correlation graphs for each partition estimated with additional data from all locations.

We used the regularization path for TESLA and Our Procedure to study the model behaviors. We noticed that after computing the change points, almost all the locations contain change points around week 40 and week 90. A simple observation revealed that the number of inspections and the number of incidents were significantly low in the last few weeks of an year due to the holidays, compared to the previous week. This shows that change point detection identifies the seasonality which is common in our application.

Based on our previous observations, we analyzed the regularization paths for the last two partitions under TESLA and Our Procedure. Figure C.6 shows the regularization paths for TESLA and Our Procedure. Left column contains the regularization paths for $(K - 1)th$ partition and
right column contains the regularization paths for $K$th partition for Complex5. We can see that with graph constraints over feature set, the regularization paths of our procedure are well formed. The correlated features often travel together in the regularization path. Similar behavior can be noticed in regularization path of GRACE. The dotted lines in the left and right paths correspond to the features that belong to $(K-1)th$ and $Kth$ partitions respectively. We can clearly see that the correlation between the features changed between the partition boundaries, which is captured by our procedure.

### C.2 Discussions

We considered sparse regression models for our application that encourage temporal smoothness and utilize the graph structure over the feature set to learn the true sparsity pattern in the regression coefficients. We demonstrated with simulated and real datasets that using additional information about the feature correlation can improve the prediction performance.

We noticed that the performance of tGRACE and our procedure depends on the quality of the available feature graph. In this work, we have used a simple strategy based on pair-wise correlation to construct the feature graph, more sophisticated methods can be employed for constructing this graph. For example, we can learn both structure and regression coefficients together. This is especially useful when we consider a dynamic network where the structure changes frequently over time. Although this work focused on one application, this procedure can be easily extended to other applications such as modeling disease progression, survival analysis, financial data and
genome analysis, etc.
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