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Abstract

Knowledge Graphs (KGs), which represent world knowledge through entities and relations, are ubiquitous in real-world applications. Besides their structural nature, KGs offer rich textual information, as entities usually correspond to real-world objects with specific names and descriptions. Despite the importance of such information, it has been largely overlooked or inadequately explored in existing studies.

This thesis aims to integrate the textual information into the modeling of KGs by utilizing Pre-trained Language Models (PLMs), which have demonstrated effectiveness in capturing the semantic meanings of natural language. This goal is carried out on two complementary parts: the acquisition of KGs to enhance their qualities, and the application of KGs to address user queries.

In Part I, we focus on KG acquisition through text. We begin with a pre-training framework that jointly learns the vector representations of KGs and text. It features KG-text dual modules that mutually enhance each other, achieving strong results on relation extraction and entity classification. (Chapter 2). To address scalability challenges in large KGs, we propose a retrieval-enhanced text-generation model for KG completion. It leverages semantically relevant triplets from KGs to guide the generation of missing entities, demonstrating state-of-the-art performance while maintaining low memory usage (Chapter 3).

In Part II, we turn our attention to applying KGs to the crucial task of Question Answering (QA). In the setting that the answers are sourced from KGs, we propose a framework that jointly generates logical queries and text answers to produce more accurate and robust results (Chapter 4). Then we extend to the scenarios where the answers mainly stem from text corpora instead of KGs. Our proposed method leverages KGs to construct links among the text passages. Such structural information is leveraged to re-rank and prune related passages for each question, significantly reducing computational costs (Chapter 5). Finally, we tackle the setting of incomplete KGs. We introduce the first benchmark dataset to assess the impact of KG completion methods on question answering. Our experiments highlight the necessity to jointly study the acquisition and application of KGs (Chapter 6).
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Chapter 1

Introduction

Objects in the real world don’t exist in isolation; they share semantic connections with one another. For example, a medicine can be related to a disease as its treatment, and a company can be linked to a video game as its developer. Knowledge Graphs (KGs) capture these connections, representing them as graph structures. In KGs, the objects are referred to as entities (nodes), while the connections between them are known as relations (edges). The fundamental unit within a KG is called a triplet, comprised of three elements: the head entity, relation, and tail entity, such as (Elden Ring, developed by, FromSoftware), which conveys that the video game Elden Ring is developed by the game company FromSoftware. The graph structures of KGs allow them to illustrate various connections between real-world objects and facilitate complex queries and analyses. In addition, KGs focus on capturing essential connections over important objects and eliminating incorrect or irrelevant details. Given these benefits, KGs have been applied to various real-world scenarios such as question answering [118], information retrieval [64], and recommender systems [104], and they are implemented in different domains including finance [26], marketing [27], medicine [82], and more.

The significance of KGs has drawn widespread interest within the machine learning field. Many studies predominantly concentrate on the structure of KGs, while representing entities or relations as mere indices, thereby overlooking their textual information. For example, the entity Elden Ring is just represented as a random unique index like 1203 with no semantic meaning, ignoring its textual name “Elden Ring” and description “Elden Ring is a 2022 action role-playing game developed by FromSoftware...”. This hinders both the acquisition and application of KGs.

To illustrate, consider the process of extracting triplets from text statements. When encountering a statement such as “FromSoftware received wide recognition for developing the video game Elden Ring”, it’s much easier to add or verify the text-enriched triplet (“Elden Ring”, “developed by”, “FromSoftware”), as opposed to a purely index-based triplet like (1203, 47, 1580). Similarly, when applying KGs to assist with a user’s text query, such as “Can I play Elden Ring on PS5?”, having the text-enriched triplet (“Elden Ring”, “platform”, “PlayStation 5”) eases the generation of an accurate answer. Without such textual information, aligning the text sentence or user query with mere entity and relation indices can become a complex obstacle. These examples highlight the essential role of textual information in KGs. It not only simplifies the acquisition of relational data but also enhances the functionality of KGs in real-world applications.

To effectively leverage such textual information, semantic-level understanding is necessary.
Consider again the query “Can I play Elden Ring on PS5?” To accurately respond to such a query, the model must recognize that “PS5” refers to the entity *PlayStation 5*, and the phrase “play...on...” corresponds to the relation *platform*. Then the model can locate the corresponding triplet (*Elden Ring*, *platform*, *PlayStation 5*) and provide the correct answer. This interpretation goes beyond mere word recognition; it demands an understanding of the underlying semantics of textual information. This kind of understanding is especially critical in real-world situations, where KGs often have formal and limited naming conventions, while user queries or statements can be informal and diverse.

### 1.1 Thesis Overview

This thesis aims to develop novel models for effectively utilizing textual semantics in both KG acquisition and application. It builds on the foundation laid by existing Pre-trained Language Models (PLMs) [9, 22, 77], which have shown dominance in textual semantics modeling. PLMs are pre-trained on large-scale corpora by predicting subsequent or masked words to learn representations of language. Leveraging deep learning architectures, such as transformer [97]-based models, they serve as powerful feature extractors and can easily adapt to various downstream tasks. However, since PLMs are designed for unstructured text sequences, their application to structured KGs presents a significant challenge. To address this challenge, our thesis is carried out through two important parts of concentration: 1) KG acquisition through text, which focuses on building more accurate and comprehensive KGs; 2) Answering text questions with KGs, targeting the application of KGs in resolving user queries.

#### 1.1.1 KG Acquisition Through Text

The objective of KG acquisition is to enhance the quality of KGs through multiple tasks such as relation extraction and entity classification. The former focuses on adding or validating triplets based on textual evidence, whereas the latter aims to categorize entities into pre-defined labels. One effective technique for these tasks is to learn the vector representations of text sentences or KG entities. To achieve a synergistic improvement of both text and KG representations, we developed JAKET. It is a joint pre-training framework that features two modules designed to learn their specific representations while also mutually enhancing each other. On the one hand, the KG module creates structural embeddings for entities found in text, thereby enriching the text-based embeddings. On the other hand, the text module generates textual embeddings for KG entities and relations by using their names and descriptions. This dual approach enables a comprehensive modeling of structural and textual aspects within KGs. Our experiments reveal that JAKET offers superior performance in KG acquisition tasks like relation extraction and entity classification (Chapter 2).

Although effective, learning representation for all the entities can be memory-consuming, particularly when scaling to large KGs with millions of entities. This becomes a challenge in tasks like KG completion, which involves predicting missing entities in incomplete triplets. For scalability, recent research has framed KG completion as a Sequence-to-Sequence (Seq2Seq) problem, converting both the incomplete triplet and the missing entity into text sequences. While
various PLMs can assist in this transformation, inference with these methods relies solely on
the model parameters for implicit reasoning while neglecting the use of KG itself. This lim-
its their performance since the models usually lack the capacity to memorize a vast number
of triplets. To tackle this issue, we introduce ResKGC, a Retrieval-enhanced Seq2Seq KGC model,
which retrieves semantically relevant triplets from the KG and uses them as evidence to guide
output generation via explicit reasoning. For example, given the incomplete triplet (Hidetaka
Miyazaki, work_at, ?), ResKGC could retrieve existing triplets like (Elden Ring, director, Hide-
taka Miyazaki) and (Elden Ring, developer, FromSoftware) to assist in predicting the missing en-
tity FromSoftware. ResKGC has demonstrated state-of-the-art performance on large-scale KGC
benchmark datasets, while maintaining a lightweight parameter configuration (Chapter 3).

1.1.2 Answering Text Questions with KGs

In this part, we turn our attention to how KGs can be applied in question answering. Firstly,
we focus on scenarios where the answers are restricted to the information available in KGs,
commonly known as KGQA. Given a question such as “where is the company that won GOTY
2022 located?”, previous methods either parse it into a logical query (JOIN headquarter
(JOIN developer (JOIN (R award) Q110028874)) that can be executed over KGs
to obtain the final answers or predict the answer “Tokyo” directly without generating the inter-
mediate queries. Empirical results show that the former often produces more accurate answers,
but it suffers from non-execution issues due to potential syntactic and semantic errors in the gen-
erated logical queries. We propose a novel framework DecAF that jointly generates both logical
queries and direct answers, which are produced by a reading comprehension module, and then
combines them to get the final answers. In this case, if the logical queries are not executable, the
direct answers can still serve as output (Chapter 4).

Then we go beyond to the task of Open-Domain Question Answering (ODQA), where the
answers mainly locate in text corpora, instead of KGs. Current ODQA models typically include
a retrieval module and a reading module: for a given question such as “Can I upgrade weapons
in souls series?”, the retriever selects potentially relevant text passages such as “In Dark Souls
series, players can increase the levels of weapons by ...” from open-source documents, and the
reader produces an answer “Yes” based on the retrieved passages. The Fusion-in-Decoder (FiD)
framework [46] is a representative example, built on top of PLM-based retriever and reader,
achieving state-of-the-art performance. Despite its effectiveness, the framework processes each
passage independently, thereby overlooking the interrelationship among passages. In this study,
we further improve the FiD approach by introducing a KG-enhanced version, namely KG-FiD.
Our new model uses a knowledge graph to establish the structural relationships among the re-
trieved passages. For example, given the triplet (Dark Souls Series, contain, Weapon), the pas-
sages with title “Dark Souls Series” will be connected to the passages with title “Weapon”. Such
structural relationships are leveraged within both the retriever and reader to re-rank the passages
and select only the top-ranking ones for subsequent processing (Chapter 5).

Finally, we aim to bridge KG acquisition and application by answering an essential but un-
explored question: How much success in KG completion would translate into performance en-
hancement in KGQA? We introduce a novel benchmark, namely CompleQA, to comprehen-
sively answer this question. This benchmark includes a knowledge graph with 3 million triplets
across 5 distinct domains, coupled with over 5000 question-answering pairs and a KGC dataset that is well-aligned with these questions. Our evaluation of four well-known KGC methods in combination with two state-of-the-art KGQA systems validates the common belief that KG completion can improve question-answering performance in most cases. On the other hand, surprisingly we also find that the best-performing KGC method(s) does not necessarily lead to the best question-answering results, owing to the complexity of PLM-based KGQA methods. Our findings highlight the significance of jointly studying KG acquisition and application under the context of PLMs, rather than investigating them in isolation (Chapter 6).

1.2 Preliminary

In this section, we introduce some mathematical notations and definitions related to KGs for easier interpretation of subsequent sections.

A knowledge graph can be represented by the notation \( KG = (E, R, T) \), where \( E \) is the set of entities, \( R \) is the set of relationships among entities, and \( T \) is the set of entity-relation-entity triplets which are semantically valid. A triplet can be denoted as \((e_h, r, e_t)\), including head entity \( e_h \in E \), relation \( r \in R \), and tail entity \( e_t \in E \). \( N_v = \{(r, u)| (v, r, u) \in T \} \cup \{(u, r)|(u, r, v) \in T \} \) represents the set of neighboring relations and entities of an entity \( v \).

Representation learning for KGs, also known as knowledge graph embedding, aims to map the entities and relations into a continuous low-dimensional space while preserving the semantics inherent in the data, which is symbolized below:

\[
f_{\text{embedding}}: E \cup R \rightarrow \mathbb{R}^{d_e} \cup \mathbb{R}^{d_r}
\]

where \( d_e \) and \( d_r \) represent the dimensionality of the entity and relation embedding spaces, respectively. These learned representations can then be used in various downstream tasks covering both KG acquisition and application.

Knowledge Graph Completion (KGC), is the task of predicting missing triplets in KGs, and can be defined as the mapping from the initially incomplete KG to the extended (completed) KG:

\[
f_{\text{KGC}}: KG = (E, R, T) \rightarrow KG' = (E, R, T')
\]

where \( T' = T \cup T_{\text{new}} \) constitutes the enriched triplet set containing original triplets and newly predicted triplets. To facilitate easier evaluation, many research studies focus on a surrogate task of KGC: missing entity prediction. In this task, given an incomplete triplet either in the form of \((e_h, r, ?)\) or \(? , r , e_t\), the model is required to predict the missing entity \( e_t \) or \( e_h \).

The application of KGs to Question Answering (QA) targets the interaction between KGs and natural language questions. This task, also known as KGQA, can be represented as follows:

\[
f_{\text{QA}}: KG \cap Q \rightarrow A
\]

where \( Q \) represents the question, expressed by a text sequence, such as “Which game company developed the Dark Souls?”, and \( A \) signifies the answers, which can be a text string like “From-Software” or a set of text strings. In a more general setting, the input can be \((KG \cup D) \cap Q\), where \( D \) refers to other data sources where answers may locate besides KG, such as text documents.
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Part I

KG Acquisition Through Text
Chapter 2

Joint Pre-training of Knowledge Graph Embedding and Language Modeling

2.1 Introduction

Pre-training has demonstrated significant effectiveness in both text and KGs, although they excel in different aspects. In the context of text, pre-trained language models (PLMs) like BERT [22], T5 [77], and GPTs [9, 75, 76] employ transformer [97]-based architectures to learn token representations. Specifically, they learn by predicting masked or subsequent tokens and, as a result, generate high-quality, context-aware representations. Such models have achieved outstanding performance in a range of NLP tasks. However, a key limitation is their struggle to encode world knowledge about entities and relations effectively.

In the realm of KGs, pre-training focuses on learning both entity and relation representations. This is generally achieved through masked entity or relation prediction tasks. Methods for this include both non-neural network ones like TransE [6] and RotatE [91], as well as neural network-based ones such as ConvE [21] and RGCN [87]. These models excel at capturing the structural information present in KGs, but they often fall short when it comes to integrating textual information.

Recent efforts have aimed to bridge the gap between text and KG pre-training. These approaches generally fall into two categories. The first category enhances text-based pre-training by incorporating knowledge from KGs [28, 71, 100, 129]. The second category utilizes PLMs to improve the pre-training on KGs [107, 117]. However, these efforts are unidirectional in their enhancement strategy. They tend to prioritize either text or KGs, but not both, leading to a lack of mutual improvement between the two domains.

Therefore, we propose JAKET, a Joint pre-trAining framework for KnowledgE graph and Text. Our framework contains a knowledge module and a language module, which mutually assist each other by providing required information to achieve more effective semantic analysis. The knowledge module is based on a graph attention network [98] to provide structure-aware entity embeddings for language modeling. And the language module produces contextual representations as initial embeddings for KG entities and relations given their descriptive text. Thus, in both modules, content understanding is based on related knowledge and rich context. On one
Figure 2.1: A simple illustration on the novelty of our proposed model JAKET: (1) The language module and knowledge module mutually assist each other; (2) JAKET can adapt to unseen knowledge graphs during fine-tuning.

hand, the joint pre-training effectively projects entities/relations and text into a shared semantic latent space, which eases the semantic matching between them. On the other hand, as the knowledge module produces representations from descriptive text, it solves the over-parameterization issue since entity embeddings are no longer part of the model’s parameters.

In order to solve the cyclic dependency between the two modules, we propose a novel two-step language module $LM_1$ and $LM_2$, respectively. $LM_1$ provides embeddings for both $LM_2$ and KG. The entity embeddings from KG are also fed into $LM_2$, which produces the final representation. $LM_1$ and $LM_2$ can be easily established as the first several transformer layers and the rest layers of a pre-trained language model such as BERT and RoBERTa. Furthermore, we design an entity context embedding memory with periodic update which speeds up the pre-training by about 15x.

The pre-training tasks are all self-supervised, including entity category classification and relation prediction for the knowledge module, and masked token prediction and masked entity prediction for the language module.

A great benefit of our framework is that it can easily adapt to unseen knowledge graphs in the fine-tuning phase. As the initial embeddings of entities and relations come from their descriptive text, JAKET is not confined to any fixed KG. With the learned ability to integrate structural information during pre-training, the framework is extensible to novel knowledge graphs with previously unseen entities and relations, as illustrated in Figure 2.1.

We conduct empirical studies on KG acquisition tasks, including few-shot relation classification and entity classification. The results show that JAKET achieves the best performance compared with strong baseline methods on all the tasks.
2.2 Method

In this section, we introduce the JAKET framework of joint pre-training knowledge graph and language understanding. We begin by defining the mathematical notations, and then present our model architecture with the knowledge module and language module. Finally, we introduce how to pre-train our model and fine-tune it for downstream tasks. The framework is illustrated in Figure 2.2.

2.2.1 Definition

We define $\mathcal{V} = \{\text{[MASK]}, \text{CLS}, \text{EOS}, w_1 \ldots w_V\}$ as a vocabulary of tokens and the contextual text $\mathbf{x} = [x_1, x_2, \ldots, x_L]$ as a sequence of tokens where $x_i \in \mathcal{V}$. In the vocabulary, $\text{[MASK]}$ is the special token for masked language modeling [22] and $\text{[CLS]}, \text{[EOS]}$ are the special tokens indicating the beginning and end of the sequence. We define $F$ as the dimension of token embeddings, which is equal to the dimension of entity/relation embeddings from the KG.

The text $\mathbf{x}$ has a list of entity mentions $\mathbf{m} = [m_1, \ldots, m_M]$, where each mention $m_i = (e_{m_i}, s_{m_i}, o_{m_i})$: $e_{m_i}$ is the corresponding entity and $s_{m_i}, o_{m_i}$ are the start and end index of this mention in the context. In other words, $[x_{s_{m_i}}, \ldots, x_{o_{m_i}}]$ is linked with entity $e_{m_i}$. We assume the span of mentions are disjoint for a given text sequence.

As entities in the knowledge graph are represented by nodes without context, we use entity description text to describe the concept and meaning of entities. For each entity $e_i$, its description text $\mathbf{x}^{e_i}$ describes this entity. The mention of $e_i$ in $\mathbf{x}^{e_i}$ is denoted as $m^{e_i} = (e_i, s_i^e, o_i^e)$, similarly defined as above. For instance, the description text for the entity “sun” can be “[CLS] The Sun

We do not consider discontinuous entity mentions in this work.

Figure 2.2: A demonstration for the structure of JAKET, where the language module is on the left side while the knowledge module is on the right side. Symbol $\mathbb{1}$ indicates the steps to compute context representations. “E:”, “R:” and “C:” stand for Entities, Relations and Categories in KG respectively. Entity mentions in text are marked red and bold such as Sun.
is the star at the center of the Solar System [EOS]". Then the mention is \( m^{\text{Sun}} = (\text{Sun}, 3, 3) \).

If there are multiple mentions of \( e_i \) in its description text, we choose the first one. If there's no mention of \( e_i \) in its description text, we set \( s^e_i = a^o_i = 1 \). Similarly, we define \textit{relation description text} as the text that can describe each relation.

2.2.2 Knowledge Module

The goal of the knowledge module (KM) is to model the knowledge graph to generate knowledge-based entity representations.

To compute entity node embeddings, we employ the Graph Attention Network (GAT) \(^{[98]}\), which uses the self-attention mechanism to specify different weights for different neighboring nodes. However, the vanilla GAT is designed for homogeneous graphs with single-relation edges. To leverage the multi-relational information, we adopt the idea of composition operator \(^{[96]}\) to compose entity embeddings and relation embeddings. In detail, in the \( l \)-th layer of KM, we update the embedding \( E^{(l)}_v \) of entity \( v \) as follows: First for each relation entity pair \((r, u) \in \mathcal{N}_v\), we combine the embedding of entity \( u \) with the embedding of relation \( r \):

\[
M^{(l-1)}_{u,r} = f(E^{(l-1)}_u, R_r) \tag{2.1}
\]

Note that the relation embedding \( R_r \) is shared across different layers. The function \( f(\cdot, \cdot) : \mathbb{R}^F \times \mathbb{R}^F \rightarrow \mathbb{R}^F \) merges a pair of entity and relation embeddings into one representation. Here, we set \( f(x, y) = x + y \) inspired by TransE \(^{[6]}\). More complicated functions like MLP network can also be applied. Then the combined embeddings are aggregated by graph attention mechanism:

\[
m^k_v = \sigma \left( \sum_{(r,u) \in \mathcal{N}_v} \alpha^k_{v,r,u} W^k M^{(l-1)}_{u,r} \right) \tag{2.2}
\]

where \( k \) is the index of attention head and \( W^k \) is the model parameter. The attention score \( \alpha^k_{v,r,u} \) is calculated by:

\[
S_{u,r} = a^T \left[ W^k E^{(l-1)}_v \oplus W^k M^{(l-1)}_{u,r} \right] \tag{2.3}
\]

\[
\alpha^k_{v,r,u} = \frac{\exp \left( \text{LeakyReLU} \left( S_{u,r} \right) \right)}{\sum_{(r',u') \in \mathcal{N}_u} \exp \left( \text{LeakyReLU} \left( S_{u',r'} \right) \right)} \tag{2.4}
\]

Finally the embedding of entity \( v \) is updated through combining the message representation \( m^k_v \) and its embedding in layer \((l-1)\):

\[
E^{(l)}_v = \text{LayerNorm} \left( \bigoplus_{k=1}^{K} m^k_v + E^{(l-1)}_v \right) \tag{2.5}
\]

\(^{2}\)We also tried the vanilla Graph Convolutional Network (GCN) \(^{[54]}\) but it performs worse than GAT on the pre-training tasks.
where LayerNorm stands for layer normalization [3]. ⊕ means concatenation and $K$ is the number of attention heads.

The initial entity embeddings $E^{(0)}$ and relation embeddings $R$ are generated from our language module, which will be introduced in Section “Solving the Cyclic Dependency”. Then, the output entity embeddings from the last GAT layer are used as the final entity representations $E^{KM}$. Note that the knowledge graph can be very large, making the embedding update over all the entities not tractable. Thus we follow the minibatch setting [37]: given a set of input entities, we perform neighborhood sampling to generate their multi-hop neighbor sets and we compute representations only on the entities and relations that are necessary for the embedding update.

### 2.2.3 Language Module

The goal of the language module (LM) is to model text data and learn context-aware representations. The language module can be any model for language understanding, e.g. BERT [22]. In this work, we use the pre-trained model RoBERTa-base [63] as the language module.

### 2.2.4 Solving the Cyclic Dependency

In our framework, the knowledge and language modules mutually benefit each other: the language module LM outputs context-aware embedding to initialize the embeddings of entities and relations in the knowledge graph given the description text; the knowledge module (KM) outputs knowledge-based entity embeddings for the language module.

However, there exists a cyclic dependency which prevents computation and optimization in this design. To solve this problem, we propose a decomposed language module which includes two language models: $LM_1$ and $LM_2$. We employ the first 6 layers of RoBERTa as $LM_1$ and the remaining 6 layers as $LM_2$. The computation proceeds as follows:

1. $LM_1$ operates on the input text $x$ and generates contextual embeddings $Z$.
2. $LM_1$ generates initial entity and relation embeddings for $KM$ given description text.
3. $KM$ produces its output entity embeddings to be combined with $Z$ and sent into $LM_2$.
4. $LM_2$ produces the final embeddings of $x$, which includes both contextual and knowledge information.

In detail, in step 1, suppose the context $x$ is embedded as $X^{\text{embed}}$. $LM_1$ takes $X^{\text{embed}}$ as input and outputs hidden representations:

$$Z = LM_1(X^{\text{embed}})$$  \hspace{1cm} (2.6)

In step 2, suppose $x^{e_j}$ is the entity description text for entity $e_j$, and the corresponding mention is $m^{e_j} = (e_j, s_j^e, o_j^e)$. $LM_1$ takes the embedding of $x^{e_j}$ and produces the contextual embedding $Z^{e_j}$. Then, the average of embeddings at position $s_j^e$ and $o_j^e$ is used as the initial entity embedding of $e_j$, i.e.

$$E_j^{(0)} = (Z_{s_j^e}^{e_j} + Z_{o_j^e}^{e_j})/2$$  \hspace{1cm} (2.7)
The knowledge graph relation embeddings $\mathcal{R}$ are generated in a similar way using its description text.

In step 3, KM computes the final entity embeddings $E_{KM}$, which is then combined with the output $Z$ from LM$_1$. In detail, suppose the mentions in $x$ are $m = [m_1, \ldots, m_M]$. $Z$ and $E_{KM}$ are combined at positions of mentions: for each position index $k$, if $\exists i \in \{1, 2, \ldots, M\}$ s.t. $s_{m_i} \leq k \leq o_{m_i}$,

$$Z_k^{merge} = Z_k + E_{e_{m_i}}^{KM}$$

(2.8)

where $E_{e_{m_i}}$ is the output embedding of entity $e_{m_i}$ from KM. For other positions which do not have corresponding mentions, we keep the original embeddings: $Z_k^{merge} = Z_k$. Then we apply layer normalization [3] on $Z_k^{merge}$:

$$Z' = \text{LayerNorm}(Z_k^{merge})$$

(2.9)

Finally, $Z'$ is fed into LM$_2$.

In step 4, LM$_2$ operates on the input $Z'$ and obtains the final embeddings:

$$Z_{LM} = \text{LM}_2(Z')$$

(2.10)

The four steps are marked by the symbol $\otimes$ in Figure 2.2 for better illustration.

### 2.2.5 Entity Context Embedding Memory

Many knowledge graphs contain a large number of entities. Thus, even for one sentence, the number of entities plus their multi-hop neighbors can grow exponentially with the number of layers in the graph neural network. As a result, it’s very time-consuming for the language module to compute context embeddings based on the description text of all involved entities in a batch on the fly.

To solve this problem, we construct an entity context embedding memory, $E_{context}$, to store the initial embeddings of all KG entities. Firstly, the language module pre-computes the context embeddings for all entities and places them into the memory. The knowledge module only needs to retrieve required embeddings from the memory instead of computing them, i.e. $E^{(0)} \leftarrow E_{context}$.

However, as embeddings in the memory are computed from the “old” (initial) language module while the token embeddings during training are computed from the updated language module, there will be an undesired discrepancy. Thus, we propose to update the whole embedding memory $E_{context}$ with the current language module every $T(i)$ steps, where $i$ is the number of times that the memory has been updated (starting from 0). $T(i)$ is set as follows:

$$T(i) = \min(I_{init} \cdot a^{\lfloor i/r \rfloor}, I_{max})$$

(2.11)

where $I_{init}$ is the initial number of steps before the first update and $a$ is the increasing ratio of updating intervals. $r$ is the number of repeated times of the current updating interval. $I_{max}$ is the maximum number of steps between updates. $\lfloor \cdot \rfloor$ means the operation of rounding down. In our
experiments, we set $I_{\text{init}} = 10, a = 2, r = 3, I_{\text{max}} = 500$, and the corresponding sequence of $T$ is $[10, 10, 10, 20, 20, 20, 40, 40, \ldots, 500, 500]$. Note that we choose $a > 1$ because the model parameters usually change less as training proceeds.

Moreover, we propose a momentum update to make $E_{\text{context}}$ evolve more smoothly. Suppose the newly calculated embedding memory by LM is $E_{\text{new}}$, then the updating rule is:

$$E_{\text{context}} \leftarrow mE_{\text{context}} + (1 - m)E_{\text{new}} \quad (2.12)$$

where $m \in [0, 1)$ is a momentum coefficient which is set as 0.8 in experiment.

This memory design speeds up our model by about 15x during pre-training while keeping the effectiveness of entity context embeddings. For consideration of efficiency, we use relation embeddings only during fine-tuning.

### 2.2.6 Pre-training

During pre-training, both the knowledge module and language module are optimized based on several self-supervised learning tasks listed below. The examples of all the training tasks are shown in Figure 2.2.

At each pre-training step, we first sample a batch of root entities and perform random-walk sampling on each root entity. The sampled entities are fed into KM for the following two tasks.

**Entity category prediction.** The knowledge module is trained to predict the category label of entities based on the output entity embeddings $E_{\text{KM}}$. This task has been demonstrated to be effective in pre-training graph neural networks [42]. The loss function is cross-entropy for multi-class classification, denoted as $L_c$.

**Relation prediction.** KM is also trained to predict the relation between a given entity pair based on $E_{\text{KM}}$. The loss function is cross-entropy for multi-class classification, denoted as $L_r$.

Then, we uniformly sample a batch of text sequences and their entities for the following two tasks.

**Masked token prediction.** Similar to BERT, We randomly mask tokens in the sequence and predict the original tokens based on the output $Z_{\text{LM}}$ of the language module. We denote the loss as $L_t$.

**Masked entity prediction.** The language module is also trained to predict the corresponding entity of a given mention. For the input text, we randomly remove 15% of the mentions $\mathbf{m}$. Then for each removed mention $m_r = (e_r, s_r, o_r)$, the model predicts the masked entity $e_r$ based on the mention’s embedding. In detail, it predicts the entity whose embedding in $E_{\text{context}}$ is closest to $q = g((Z_{s_r}^{\text{LM}} + Z_{o_r}^{\text{LM}})/2)$, where $g(x) =$ GELU$(xW_1W_2)$ is a transformation function. GELU is an activation function proposed by [40]. Since the number of entities can be very large, we use $e_r$’s neighbours and other randomly sampled entities as negative samples. The loss function $L_e$ is cross entropy based on the inner product between $q$ and each candidate entity’s embedding. Figure 2.2 shows an concrete example, where the mention “Earth” is not marked in the input text since it’s masked and the task is to link the mention “Earth” to entity “Q2: Earth”.
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2.2.7 Fine-tuning

During fine-tuning, our model supports using either the knowledge graph employed during pre-training or a novel custom knowledge graph with previously unseen entities\(^3\). If a custom KG is used, the entity context embedding memory is recomputed by the pre-trained language module using the new entity description text.

Our model also supports KG-only tasks such as entity classification or link prediction where the input data are entity description text and KG without context corpus. In this case, the Language Model 1 takes entity description text as input and output entity embeddings into the knowledge module (i.e. graph neural network) for downstream tasks. The Language Model 2 will not be used.

In this work, we do not update the entity context memory during fine-tuning for consideration of efficiency. We also compute the relation context embedding memory using the pre-trained language model.

2.3 Experiment

2.3.1 Basic Settings

**Data for Pre-training.** We use the English Wikipedia as the text corpus, Wikidata [103] as the knowledge graph, and SLING [79] to identify entity mentions. For each entity, we use the first 64 consecutive tokens of its Wikipedia page as its description text and we filter out entities without a corresponding Wikipedia page. We also remove entities that have fewer than 5 neighbors in the Wikidata KG and fewer than 5 mentions in the Wikipedia corpus. The final knowledge graph contains 3,657,658 entities, 799 relations and 20,113,978 triplets. We use the instance of relation to find the category of each entity. In total, 3,039,909 entities have category labels of 19,901 types. The text corpus contains about 4 billion tokens.

**Implementation Details.** We initialize the language module with the pre-trained RoBERTa-base [63] model. The knowledge module is initialized randomly. Our implementation is based on the HuggingFace framework [111] and DGL [106]. For the knowledge module, we grid-search the number of layers within [1, 2] (we do not consider more than 2 layers due to model efficiency), the number of attention heads in GAT in [1, 4, 8, 12]. We choose the best performing hyper-parameters based on the validation loss of pre-training tasks after training for 1 epoch: the number of layers is 2 and the number of attention heads is 8. The number of sampled neighbors in each hop is 10. The dimension of hidden states in the knowledge module is 768, the same as the language module. The number of parameters of the whole model is 111M, which is almost the same as RoBERTa-base.

During pre-training, the batch size and length of text sequences are 1024 and 512 respectively. The batch size of KG entities is 16,384. The number of training epochs is 8. JAKET is optimized by AdamW [65] using the following parameters: \(\beta_1 = 0.9, \beta_2 = 0.999, \epsilon = 1e-8\), and weight decay of 0.01. The learning rate of the language module is warmed up over the first 3,000 steps.

\(^3\)We assume the custom domain comes with NER and entity linking tools which can annotate entity mentions in text. The training of these systems is beyond the scope of this work.
to a peak value of 1e-5, and then linearly decayed. The learning rate of our knowledge module
starts from 1e-4 and then linearly decayed. The computing infrastructure we use is the NVIDIA
V100 GPU in all the experiments.

**Baselines.** We compare our proposed model JAKET with the pre-trained RoBERTa-base [63]
and four knowledge-enhanced pre-trained model ERNIE (THU) [129], KnowBERT [71], KE-
PLER [107] and CoLAKE [90] using their officially released models which are also pre-trained
on English Wikipedia corpus and Wikidata KG. We also test two variants of our model: RoBERTa
+GNN and RoBERTa+GNN+M. The two models have the same model structure as JAKET, but
they are not pre-trained on our data. Moreover, the entity and relation context embedding memo-
ries of RoBERTa+GNN are randomly generated while the memories of RoBERTa+GNN+M are
computed by RoBERTa.

### 2.3.2 Downstream Tasks

**Few-shot Relation Classification**

Relation classification requires the model to predict the relation between two entities in text.
Few-shot relation classification takes the $N$-way $K$-shot setting. For each query instance, $N$
relations with $K$ supporting examples for each relation are given. The model is required to
classify the instance into one of the $N$ relations. In this paper, we evaluate our model on a widely
used benchmark dataset FewRel 1.0 [38].

We use the pre-trained knowledge graph for FewRel as it comes with entity mentions from
Wikidata knowledge graph. To predict the relation label, we build a sequence classification layer
on top of the output of LM. More specifically, we use the PAIR framework proposed by [29],
which pairs each query instance with all the supporting instances, concatenate each pair as one
sequence, and send the concatenated sequence to our sequence classification model to get the
score of the two instances expressing the same relation. We do not use relation embeddings in
this task to avoid information leakage.

As shown in Table 2.1, in all three few-shot settings, our model consistently outperforms
both ERNIE and KnowBERT, and performs on par with KEPLER. We didn’t compare with
CoLAKE since its original paper tests on this dataset in a different setting. Comparing the results
between RoBERTa and RoBERTa+GNN, we see that adding GNN with randomly generated
entity features does not improve the performance. The difference between RoBERTa+GNN+M
and RoBERTa+GNN demonstrates the importance of generating context embedding memory by
the language module, while JAKET can further improve the performance by pre-training.

**Entity Classification**

To further evaluate our model’s capability to reason over unseen knowledge graphs, we design
an entity classification task. Here, the model is given a portion of the Wikidata knowledge
graph unseen during pre-training, denoted as $KG'$. It needs to predict the category labels of
these unseen entities. Our entity classification dataset contains a KG with 23,046 entities and
316 relations. The number of triplets is 38,060. Among all the entities, 16,529 of them have
category labels and the total number of distinct labels is 1,291. We conduct experiments under
Table 2.1: Accuracy results (mean across 5 different runs) on the dev set of FewRel 1.0. All the models are equipped with the same state-of-the-art few-shot framework PAIR [29].

<table>
<thead>
<tr>
<th>Model</th>
<th>5-way 1-shot</th>
<th>5-way 5-shot</th>
<th>10-way 1-shot</th>
</tr>
</thead>
<tbody>
<tr>
<td>BERT [22]</td>
<td>85.7</td>
<td>89.5</td>
<td>76.8</td>
</tr>
<tr>
<td>ERNIE [129]</td>
<td>86.9</td>
<td>91.4</td>
<td>78.6</td>
</tr>
<tr>
<td>KnowBERT [71]</td>
<td>86.2</td>
<td>90.3</td>
<td>77.0</td>
</tr>
<tr>
<td>KEPLER [71]</td>
<td>87.3</td>
<td>90.5</td>
<td>79.4</td>
</tr>
<tr>
<td>RoBERTa [63]</td>
<td>86.4</td>
<td>90.3</td>
<td>77.3</td>
</tr>
<tr>
<td>RoBERTa+GNN</td>
<td>86.3</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>RoBERTa+GNN+M</td>
<td>86.9</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>JAKET</td>
<td>87.4</td>
<td>92.1</td>
<td>78.9</td>
</tr>
</tbody>
</table>

Table 2.2: Accuracy results (mean across 5 different runs) on the entity classification task over an unseen Wikidata knowledge graph. RoB+G+M is the abbreviation for the baseline model RoBERTa+GNN+M.

<table>
<thead>
<tr>
<th>Model</th>
<th>Training Size</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>100%</td>
</tr>
<tr>
<td>GNN</td>
<td>48.2</td>
</tr>
<tr>
<td>RoBERTa</td>
<td>33.4</td>
</tr>
<tr>
<td>RoB+G+M</td>
<td>79.1</td>
</tr>
<tr>
<td>JAKET</td>
<td>81.6</td>
</tr>
</tbody>
</table>

A semi-supervised transductive setting by splitting the entities in $\mathcal{KG}'$ into train/dev/test splits of 20%, 20% and 60%. To further test the robustness of models to the size of training data, we also evaluate models when using 20% and 5% of the original training set.

In this task, RoBERTa takes the entity description text as input for label prediction while neglecting the structure information of KG. JAKET and RoBERTa+GNN+M make predictions based on the entity representation output from the GNN of the knowledge module. We also include vanilla GNN as a baseline, which uses the same GAT-based structure as our knowledge module, but with randomly initialized model parameters and context embedding memory.

As shown in Table 2.2, our model achieves the best performance under all the settings. The performance of GNN or RoBERTa alone is significantly lower than RoBERTa+GNN+M, which demonstrates the importance of integrating both context and knowledge information using our proposed framework. Also, the gap between JAKET and RoBERTa+GNN+M increases when there’s less training data, showing that the joint pre-training can reduce the model’s dependence on downstream training data.
2.3.3 Computation Analysis

The computation of the KG module is much less than the LM module. For the RoBERTa-base model, the number of inference computation flops (#flops) over each sequence (length 128) is over 22 billion [92]. Here, we theoretically compute the number of flops of the KG module as follows: The sequence length $N = 128$, and hidden dimension $H = 768$. The number of entities in a sequence is usually less than $N/5$. The number of sampled neighbors per entity $r = 10$. And the number of layers of the GNN based KG module $L = 2$. It follows that the #flops of KG module is about $N/5 \times r^L \times 2H^2 \approx 3$ billion, less than $1/7$ of the language module computation. If we set $r = 5$, the #flops can be further reduced to about $1/30$ of LM computation.

During pre-training, another computation overhead is entity context embedding memory update (Section 3.5): Firstly, the number of entities is about 3 million and the update step interval is about 500. Thus for each step on average the model processes the description text of $3 \times 10^6 / 500 = 6000$ entities. Secondly, the length of description text is 64, much smaller than the length of input text 512, and we only use LM1 (the first half of LM module) for entity context embedding generation, which saves half of the computation time compared to using the whole LM module. Thirdly, the embedding update only requires forward propagation, costing only half of computation compared to training process which requires both forward and backward propagation. Thus, generating context embedding of 6k entities consumes about the same number of flops as training $6000 \times 64 / (512 \times 2 \times 2) \approx 200$ input texts, much smaller than the batch size 1024. In short, the entity context embedding memory update only costs $200 / 1024 \approx 1/5$ additional computation. Note this computation overhead only exists during pre-training, since entity embedding memory will not be updated during fine-tuning.

2.4 Summary

This chapter presents a novel framework, JAKET, to jointly pre-train models for knowledge graph and language understanding. Under our framework, the knowledge module and language module both provide essential information for each other. After pre-training, JAKET can quickly adapt to unseen knowledge graphs in new domains. Moreover, we design the entity context embedding memory which speeds up the pre-training by 15x. Experiments show that JAKET outperforms baseline methods in KG acquisition tasks including few-shot relation classification and entity classification.

Although effective, JAKET learns vector embeddings for all the entities, leading to high memory usage when dealing with large KGs. This poses a challenge for tasks such as KG completion. In the following chapter, we begin with a light-weight KG completion approach that does not require learning embeddings for all the entities, and propose a novel method to improve it by retrieving relevant triplets from KGs.
Chapter 3

Retrieval-Enhanced Generative Model for KG Completion

3.1 Introduction

Knowledge Graph Completion (KGC), which aims to predict semantically valid but unobserved triplets based on the observed ones, has been a central focus of research in this field. Most studies in KGC have been focusing on relatively small knowledge graphs. For example, the two most common benchmarks namely FB15k-237 [94] and WN18RR [21] contain only 14k and 40k entities, respectively. On the other hand, large KGs in the real world such as Wikidata [102] and Freebase [4] contain millions of entities, which present a scalability challenge to many methods. Traditional KGC methods such as TransE [6] and DistMult [115] have the learn-able embedding parameters for each entity, which means that the number of parameters increases proportionally to the number of entities. Some methods [107, 117] tried to avoid this by employing pre-trained language models (PLM) to embed entities based on their names and/or descriptions. Those methods, however, still suffer from scalability issues at inference due to the need to traverse all the entities for prediction. This means that the inference computation of those methods is linear in the total number of entities.

Recent studies [12, 86] utilize a sequence-to-sequence (seq2seq) generation methodology for knowledge graph completion, by verbalizing each incomplete triplet as the input text sequence and then applying Transformer [97]-based models to predict each missing entity as the output sequence. Those methods are advantageous as the model parameters and inference computation are independent of the size of the knowledge graph. And furthermore, the training of such models does not require negative sampling.

Despite the advantages of existing seq2seq KGC methods, they have one major weakness: That is, their inference only involves implicit reasoning with trained model parameters, neglecting the direct use of the KG itself. In other words, due to the occurrence of catastrophic forgetting during the training process, the models lack the capacity of memorizing all the triplets in large-scale KGs and directly utilizing the triplets for inference. This chapter addresses such limitation by proposing a Retrieval-enhanced Seq2seq KG Completion model, namely ReSKGC. It firstly converts the triplets in the entire KG into text passages, secondly uses a free-text retrieval mod-
Figure 3.1: Illustration of the proposed framework ReSKGC. Given an incomplete triplet with head entity ID and relation ID, we first verbalize it to a text sequence using their name labels \((Q626490 \rightarrow \text{Viva La Vida}, P175 \rightarrow \text{Performer})\), then a retriever is used to retrieve relevant information from the KG, followed by the application of a seq2seq model to generate the name label of the missing entity, which is mapped back into an entity ID \((\text{Coldplay} \rightarrow Q45188)\).

Our comparative evaluation shows that the proposed approach can significantly enhance the state-of-the-art performance on two large-scale datasets, Wikidata5M \([107]\) and WikiKG90Mv2 \([43]\), which contain 5M and 90M entities, respectively. Ablation tests were also conducted to analyze the effects of different settings in the retrieval module and for relations with different frequencies.

### 3.2 Preliminary

**Knowledge Graph Completion (KGC)** In this chapter, KGC refers to the sub-task of missing entity prediction: given an incomplete triplet \((e_h, r, ?)\) or \((?, r, e_t)\) where its head or tail entity is missing, the model is required to predict the missing entity.

**Sequence-to-Sequence KGC** Given an incomplete triplet, it was first verbalized into a text query
\[ q = \begin{cases} \text{concat}(\text{prefix}_t, L(e_h), L(r)) & \text{if } e_t \text{ is missing} \\ \text{concat}(\text{prefix}_h, L(r), L(e_t)) & \text{if } e_h \text{ is missing} \end{cases} \] (3.1)

where \( L(\cdot) \) maps the entity or relation into its name label. \text{prefix}_t (or \text{prefix}_h) refers to a sequence of tokens that are added to the beginning of a query in order to inform the model which side, whether it be the head or tail entity, is the target for prediction. For example, as shown in Figure 4.1, \((Q626490, P175, ?)\) is transformed to \text{Predict tail: Viva La Vida — Performer}. Similarly, \((?, P175, Q45188)\) will be transformed to \text{Predict head: Performer — Coldplay}. Then the text query will be passed into an encoder-decoder language model such as T5 [77] to generate the output tokens:

\[ T_{output} = \text{Decoder}(\text{Encoder}(q)) \] (3.2)

The aim is to produce the name label of the missing entity. The cross-entropy loss of token prediction is utilized during the training of the generative model. During the process of making predictions, the generated name label will be mapped to an entity ID \( \hat{e}_t = L^{-1}(T_{output}) \). To generate multiple prediction candidates, beam search can be employed, but invalid entity names will be discarded. Constrained decoding methods [12, 20] can be utilized to ensure the validity of the output.

### 3.3 Method

Instead of directly passing the verbalized incomplete triplet into a seq2seq model for entity generation, we propose ReSKGC, which retrieves relevant information from the knowledge graph to guide the generation process.

#### 3.3.1 KG to Text Passages

To facilitate retrieval based on text semantics of entities and relations, we convert the entire knowledge base into text passages through a process of linearization. To prevent data leakage, we only transform the triplets in the training data. We begin by transforming each triplet into a sentence, accomplished by concatenating the name labels of entities and relations and incorporating a special symbol | to delimit the elements. For example, the triplet \((Q1991309, P175, Q45188)\) will be transformed to the sentence \text{Fix You — Performer — Coldplay}. Subsequently, we group the sentence into passages if they share a common head entity, such as \text{Fix You — Performer — Coldplay. Fix You — followed by — Viva La Vida...}. Finally, each long passage would be separated into multiple non-overlapping passages, with each passage having a maximum of 100 words.

#### 3.3.2 Retrieval

After converting the knowledge graph into text passages, we proceed to conduct retrieval given an incomplete triplet. To achieve this, we first verbalize the triplet using Equation 3.1. We
then employ the widely-used retrieval method BM25 \cite{bm25}, which is based on TF-IDF scores of sparse word matches between input queries and passages. We have opted for sparse retrieval as opposed to dense retrieval \cite{dense_retrieval}, which involves computing passage embeddings and query embeddings using pre-trained language models. The reason for this is that we place value on the generalization and efficiency of sparse representation. Dense retrieval methods typically require additional model training and consume significant amounts of memory in order to save the passage embeddings. Through retrieval, we are able to obtain $K$ passages $[p_i]_{i=1,\ldots,K}$ that are potentially relevant to the input question.

### 3.3.3 Generation

Ultimately, we employ a generation module that takes the query and retrieved passage as inputs and produces the desired output entity. One approach is to concatenate all the passages and the query as a single input sequence for the model. However, this can become inefficient when a large number of passages are retrieved due to the quadratic computational complexity in the self-attention mechanism of the Transformer model. To achieve both cross-passage modeling and computation efficiency, we apply Fusion-in-Decoder (FiD) \cite{fid} based on T5 \cite{t5} as the generation module. FiD separately encodes the concatenation of the query and each passage but decodes the output tokens jointly. Specifically, the encoding process for each passage $p_i$ is as follows:

$$P_i = \text{Encoder}(\text{concat}(q, p_i)).$$

(3.3)

Next, the token embeddings of all passages outputted from the encoder are concatenated before being sent to the decoder to produce the output tokens $T_{\text{output}}$:

$$T_{\text{output}} = \text{Decoder}([P_1; P_2; \cdots; P_K]).$$

(3.4)

In this manner, the decoder can generate outputs based on joint modeling of multiple passages. Similar to vanilla seq2seq KGC, we utilize beam search to generate multiple candidates and constrained decoding as \cite{beam_search} to ensure validity. After generation, we simply map the name back to the corresponding entity.

### 3.3.4 Training Process

The training of ReSKGC only involves optimizing the generation module, since the retrieval component (BM25) is unsupervised and does not require any model training. Similar to vanilla seq2seq KGC methods, we employ the cross-entropy loss of token prediction for training. However, there are two crucial considerations:

**Removing query triplet from retrieved passages:** It is important to note that all of the training triplets are included within the linearized passages as mentioned in Section 3.3.1. Therefore, throughout the training process, it is necessary to ensure that the retrieved passages do not include the query triplet itself, as failure to do so would render the training task insignificant. As a result, we simply remove the linearized triplet from the retrieved passages if it is present in them.
Sampling query triplets: Large-scale KGs may contain hundreds of millions of triplets, making it excessively costly to enumerate them all during training. In this study, we address this issue by randomly sampling a subset of triplets to generate training queries to optimize the model. We demonstrate in Section 3.4.3 that such sampling does not impair performance while keeping training highly efficient. It should be noted that we still utilize all the training triplets to construct the passages as mentioned in Section 3.3.1.

3.4 Experiment

3.4.1 Basic Setting

We conduct experiments on the two large-scale KGC datasets: Wikidata5M [107], and WikiKG90Mv2 [43], where the dataset statistics are shown in Table 3.1. We follow the conventional train/valid/test split setting according to the original paper of each dataset. For the training process, we use Adam [53] as the optimizer and set the learning rate as 0.0001. The number of training steps is 30,000 for all the datasets with the same batch size of 16. For Wikidata5M, we retrieve 10 passages per query and sampled 100k queries for training. For WikiKG90Mv2, we retrieve 20 passages and sampled 200k queries. During inference, constrained decoding is utilized for the Wikidata5M dataset, while it is not used for WikiKG90Mv2 due to the dataset's extensive number of entities, making the construction of a prefix tree excessively memory and time-consuming. For the generation module, we use T5-small and T5-base [77] with numbers of parameters 60M and 220M, respectively. All experiments are carried out on NVIDIA 2080-Ti GPUs.

For the evaluation metric, we use the filtered setting [6] for computing mean reciprocal rank (MRR) and hits at 1, 3, and 10 (H@1, H@3, and H@10). Higher MRR and hits scores indicate better performance. For Wikidata5M, the metrics are computed for head entity and tail entity prediction separately and then averaged. For WikiKG90Mv2, we follow the original paper to only compute metrics for tail entity prediction.

3.4.2 Main Results

As demonstrated in Table 3.2, ReSKGC attains state-of-the-art results on Wikidata5M, exhibiting a significant enhancement of MRR by 10.6% as compared to the most superior baseline technique. The first section of baselines comprises conventional KGC approaches, which demonstrate satisfactory performance but have a considerably larger number of parameters than the second section, comprising PLM-based techniques. It is noteworthy that SimKGC employs PLM to create embeddings for each entity. Despite having a relatively small number of parameters, it still necessitates substantial memory usage to store all entity embeddings, which is avoided

<table>
<thead>
<tr>
<th>Dataset</th>
<th>#Entities</th>
<th>#Relations</th>
<th>#Triplets</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wikidata5M</td>
<td>4.8M</td>
<td>828</td>
<td>21M</td>
</tr>
<tr>
<td>WikiKG90Mv2</td>
<td>91M</td>
<td>1,387</td>
<td>601M</td>
</tr>
</tbody>
</table>

Table 3.1: Dataset Statistics
Table 3.2: KG completion results on Wikidata5M. The best result in each column is marked in bold. The second best is marked in *. † results are from the best pre-trained models made available by Graphvite [131]. †† results are from [55]. Other baseline results are from the corresponding papers.

<table>
<thead>
<tr>
<th>Model</th>
<th>MRR</th>
<th>H@1</th>
<th>H@3</th>
<th>H@10</th>
<th>#Params</th>
</tr>
</thead>
<tbody>
<tr>
<td>TransE [6]†</td>
<td>0.253</td>
<td>0.170</td>
<td>0.311</td>
<td>0.392</td>
<td>2.4B</td>
</tr>
<tr>
<td>DistMult [115]†</td>
<td>0.253</td>
<td>0.209</td>
<td>0.278</td>
<td>0.334</td>
<td>2.4B</td>
</tr>
<tr>
<td>SimplE [52]†</td>
<td>0.296</td>
<td>0.252</td>
<td>0.317</td>
<td>0.377</td>
<td>2.4B</td>
</tr>
<tr>
<td>RotatE [91]†</td>
<td>0.290</td>
<td>0.234</td>
<td>0.322</td>
<td>0.390</td>
<td>2.4B</td>
</tr>
<tr>
<td>QuatE [128]†</td>
<td>0.276</td>
<td>0.227</td>
<td>0.301</td>
<td>0.359</td>
<td>2.4B</td>
</tr>
<tr>
<td>ComplEx [95]††</td>
<td>0.308</td>
<td>0.255</td>
<td>-</td>
<td>0.398</td>
<td>614M</td>
</tr>
<tr>
<td>KEPLER [107]</td>
<td>0.210</td>
<td>0.173</td>
<td>0.224</td>
<td>0.277</td>
<td>125M</td>
</tr>
<tr>
<td>MLMLM [17]</td>
<td>0.223</td>
<td>0.201</td>
<td>0.232</td>
<td>0.264</td>
<td>355M</td>
</tr>
<tr>
<td>KGT5 [86]</td>
<td>0.300</td>
<td>0.267</td>
<td>0.318</td>
<td>0.365</td>
<td>60M</td>
</tr>
<tr>
<td>SimKGC [105]</td>
<td>0.358</td>
<td>0.313</td>
<td>0.376</td>
<td>0.441</td>
<td>220M</td>
</tr>
<tr>
<td>ReSKGC (small)</td>
<td>0.363*</td>
<td>0.334*</td>
<td>0.386*</td>
<td>0.416</td>
<td>60M</td>
</tr>
<tr>
<td>ReSKGC (base)</td>
<td>0.396</td>
<td>0.373</td>
<td>0.413</td>
<td>0.437*</td>
<td>220M</td>
</tr>
</tbody>
</table>

by our proposed methodology. It is also noteworthy that our method outperforms the baselines significantly on Hits@1, with an improvement of 19.1%, but it performs slightly worse than the best baseline SimKGC on Hits@10. We posit that the generation-based approach utilized by our model may produce less diverse predicted answers in contrast to the matching-based approach. Thus, having more predictions through the matching approach can result in better improvement of answer coverage.

Table 3.3 presents results on the extremely large-scale dataset WikiKG90Mv2, which contains 90 million entities. Our proposed method surpasses the current state-of-the-art technique by 13.2%, while utilizing only 1% of the parameters. Moreover, our method outperforms the seq2seq KGC baseline KGT5, even when both models have an equivalent number of parameters.

3.4.3 Ablation Study

In this section, we aim to answer the following essential questions for a more comprehensive understanding of our proposed method.

Q1. How does the number of retrieved passages affect the model performance? First, we demonstrate the efficacy of retrieval through the variation in the number of passages retrieved, ranging from 0 to 20, where 0 implies the application of vanilla seq2seq KGC without retrieval. Figure 3.2 indicates that retrieval yields considerable advantages on both datasets. Notably, the retrieval of 10 passages can increase the MRR by 16.1% and 89.2% for the respective datasets when compared to non-retrieval. Furthermore, we note that enhancing the number of passages

1We only show results obtained from the validation set since the test set is not publicly available.
2We conduct a fair comparison by solely considering a single model, without any ensemble methods.
Table 3.3: KG completion results on WikiKG90Mv2 (validation set). The best result is marked in bold. The second best is marked in *. All the baseline results are taken from the official leaderboard of [43] except that † results are from [86].

<table>
<thead>
<tr>
<th>Model</th>
<th>MRR</th>
<th>#Params</th>
</tr>
</thead>
<tbody>
<tr>
<td>TransE-Concat [43]</td>
<td>0.206</td>
<td>18.2B</td>
</tr>
<tr>
<td>ComplEx-Concat [43]</td>
<td>0.205</td>
<td>18.2B</td>
</tr>
<tr>
<td>ComplEx-MPNet [43]</td>
<td>0.126</td>
<td>307K</td>
</tr>
<tr>
<td>ComplEx [95]</td>
<td>0.115</td>
<td>18.2B</td>
</tr>
<tr>
<td>TransE-MPNet [43]</td>
<td>0.113</td>
<td>307K</td>
</tr>
<tr>
<td>TransE [6]</td>
<td>0.110</td>
<td>18.2B</td>
</tr>
<tr>
<td>KGT5 [86] †</td>
<td>0.221</td>
<td>60M</td>
</tr>
<tr>
<td>ReSKGC (small)</td>
<td>0.230</td>
<td>60M</td>
</tr>
<tr>
<td>ReSKGC (base)</td>
<td>0.265</td>
<td>220M</td>
</tr>
</tbody>
</table>

Figure 3.2: The performance of ReSKGC (base) over the validation sets based on different numbers of retrieval passages and sampled training queries.

from 10 to 20 produces minimal performance enhancement, indicating that the information presented in later passages is overshadowed by noise. Therefore, an additional increase in the number of retrieved passages to the generation module will not lead to a significant improvement in performance.

**Q2. How does the sampling of training queries affect the final performance?** As mentioned in Section 3.3.4, we randomly sample a subset of triplets as training queries. Figure 3.2 illustrates the performance of the model with varying numbers of triplets used as training queries. Our results indicate that for Wikidata5M, a mere 100K triplets are sufficient to achieve good performance, which represents less than 0.5% of the total number of triplets. For WikiKG90Mv2, 200K triplets are sufficient, representing only 0.03% of the total triplets. These findings suggest that a retrieval-enhanced model can effectively learn patterns from a considerably smaller amount of training data.

**Q3. What’s the effect of retrieval on relations with different frequencies?** In a knowledge
Figure 3.3: The performance of ReSKGC (base) on the Wikidata5M test set triplets, categorized according to their relation frequencies. $n$ represents the number of test triplets within that particular range of relation frequencies.

Graph, relations manifest in variable quantities of triplets. To classify relations by their frequency, we have grouped them into four categories based on the number of occurrences: less than $10^4$, $10^4$ to $10^5$, $10^5$ to $10^6$, and more than $10^6$. Figure 3.3 illustrates that the incorporation of retrieval yields more pronounced gains for relations that occur less frequently. An illustrative example can be observed in the relations that occur less than $10^4$ times. In this scenario, the inclusion of retrieval results in a 59% MRR increment. In contrast, for relations that appear in more than $10^6$ triplets, the MRR increment is merely 2% when utilizing retrieval. This finding is logical, as the generation module may lack adequate training data to comprehend relations that are less commonly observed. Therefore, retrieval-enhanced explicit reasoning can facilitate performance improvement in such cases.

### 3.5 Summary

This chapter presents a Retrieval-enhanced Seq2seq KG Completion model, namely ReSKGC, which converts the triplets in the entire KG into text passages and uses a free-text retrieval module to find the relevant triplets for each incomplete triplet. The retrieved triplets are then used to enhance the generation of the missing entity. Comparative evaluations on two large-scale datasets, Wikidata5M and WikiKG90Mv2, demonstrate that the proposed approach significantly outperforms the state-of-the-art models by 10.6% and 13.2% in terms of mean reciprocal rank. Additionally, we conducted ablation studies to explore the effects of the number of retrieved passages, training data, and relation frequencies. Our approach shows a promising direction for large-scale KG completion, where further improvements can be achieved by research on improving the retrieval modules and generation modules.

Now we conclude our exploration of KG acquisition using textual semantics, by proposing a joint pre-training framework of both KG and text, and a retrieval-enhanced KG completion method by transforming triples to text. In the next part, we’ll explore how to leverage textual
semantics for the application of KGs to question answering. We’ll start with the scenarios where answers are sourced solely from the KGs, then expand to cases where answers are primarily drawn from textual data. Lastly, we’ll bridge KG acquisition and application by proposing a new benchmark studying the effects of KG completion over question answering.
Part II

Answering Text Question with KGs
Chapter 4

Joint Generation of Answers and Logical Queries

4.1 Introduction

Knowledge Graph Question Answering (KGQA) aims to answer natural language questions based on knowledge from KGs such as DBpedia [2], Freebase [5] or Wikidata [102]. Existing methods can be divided into two categories. One category is based on semantic parsing, where models first parse the input question into a logical form (e.g., SPARQL [41] or S-expression [33]) then execute the logical form against KGs to obtain the final answers [18, 33, 118]. The other category of methods directly outputs answers without relying on the the logical-form executor [70, 86, 88]. They either classify the entities in KGs to decide which are the answers [88] or generate the answers using a sequence-to-sequence framework [70, 86].

Previous empirical results [18, 35, 118] show that the semantic parsing based methods can produce more accurate answers over benchmark datasets. However, due to the syntax and semantic restrictions, the output logical forms can often be non-executable and thus would not produce any answers. On the other hand, direct-answer-prediction methods can guarantee to generate output answers, albeit their answer accuracy is usually not as good as semantic parsing based methods, especially over complex questions which require multi-hop reasoning [93]. To our knowledge, none of the previous studies have leveraged the advantages of both types of methods. Moreover, since KGs are usually large-scale with millions of entities, most previous methods rely on entity linking to select relevant information from KGs for answering questions. However, these entity linking methods are usually designed for specific datasets, which inevitably limits the generalization ability of these methods.

In this chapter, we propose a novel framework DECAF to overcome these limitations:

1. Instead of relying on only either logical forms or direct answers, DECAF jointly decodes them together, and further combines the answers executed using logical forms and directly generated ones to obtain the final answers. Thus the advantages of both methods can be leveraged in our model. Moreover, unlike previous methods using constrained decoding [15] or post revision [18] to produce more faithful logical forms, we simply treat logical forms as regular text strings just like answers during generation, reducing efforts of hand-crafted engineering.
Figure 4.1: Model framework of DECAF. We use text-based retrieval instead of entity linking to select question-related information from the KG. Then, we add different prefixes into the reader to generate logical forms and direct answers respectively. The logical-form-executed answers and directly-generated answers are combined to obtain the final output.

(2) Different from previous methods which rely on entity linking [60, 119] to locate entities appeared in questions and then retrieve relevant information from KG, DECAF linearizes KGs into text documents and leverages free-text retrieval methods to locate relevant sub-graphs. Based on this simplification, DECAF brings better adaptation to different datasets and potentially different KGs due to the universal characteristic of text-based retrieval. Experiments show that simple BM25 retrieval brings surprisingly good performance across multiple datasets.

We conduct experiments on four benchmark datasets including WebQSP [120], ComplexWebQuestions [93], FreebaseQA [47], and GrailQA [33]. Experiment results show that our model achieves new state-of-the-art results on WebQSP, FreebaseQA, and GrailQA benchmarks, and gets very competitive results on the ComplexWebQuestions benchmark. This demonstrates the effectiveness of DECAF across different datasets and question categories.

4.2 Method

In order to (1) leverage the advantages of both logical forms and direct answers and (2) reduce the dependency on entity linking models, we propose a novel framework DECAF. As shown in Figure 1, the whole KG is first transformed into text documents. Then, for an input question, the retriever retrieves relevant passages from linearized KG documents, which will be combined with the input question into the reader. DECAF reader is a sequence-to-sequence generative model and uses different prefixes to generate logical forms (LFs) and direct answers respectively. Finally, the executed answers by LFs and generated direct answers are combined to obtain the final answers.

4.2.1 KG Linearization

Given a question, retrieving relevant information from KGs is non-trivial since KGs are large-scale and complicated with both semantic (names of entities and relations) and structural (edge
between entities by relations) information. On the other hand, recent studies have shown the effectiveness of text-based retrieval for question answering [13, 46, 51]. By linearizing KGs to text corpus, we can easily leverage these successful text-retrieval methods to select semantically relevant information from KGs.

We describe how to linearize the knowledge graph. Considering the original KG format to be the most common Resource Description Format (RDF), which contains triplets composed of one head entity, relation, and tail entity. For example, \((\text{Freescape}, \text{game_engine.developer}, \text{Incentive Software})\) means that Incentive Software is the developer of a game engine called Freescape. To linearize this triplet, we simply concatenate them with spaces to be a sentence as \text{Freescape game engine developer Incentive Software}. Note that we also replace punctuation marks in relation to spaces. In this case, this sentence contains both semantic information (entity and relation names) and structural information (relation between two entities). Then we further group sentences with the same head entity to become a document like \text{Freescape game engine developer Incentive Software. Freescape release date 1987...}. This grouping is mainly to preserve the structural information of the 1-hop subgraph corresponding to the head entity. Following [51], we truncate each document into multiple non-overlap passages with a maximum of 100 words.

Note that triplets have semantic constrains to express complicated relations. For example, it is hard to express that Richard Nixon and Pat Nixon got married in The Mission Inn Hotel & Spa, which involves three entities. In Freebase, this is solved by introducing a new node called CVT node, which serves as a connecting entity for such hyper-triplets but has no meaning (name) itself. In this example, an entity with id \textit{m.02h98gq} is introduced which involves triplets \((\text{m.02h98gq, marriage.spouse, Pat Nixon}), (\text{m.02h98gq, marriage.spouse, Richard Nixon}), \text{and (m.02h98gq, marriage.location_of_ceremony, The Mission Inn Hotel & Spa}). In this case, instead of concatenating CVT node id into sentence, we ignore this node while grouping other entities and relations into one passage: \textit{marriage spouse Richard Nixon. marriage spouse Pat Nixon. marriage location of ceremony The Mission Inn Hotel & Spa}. We illustrate our KG linearization
in Figure 4.2. In the next section, we show how to conduct retrieval from these passages.

### 4.2.2 Retrieval

The retriever retrieves relevant passages from the linearized KG based on the input question. We consider two kinds of retrieval methods: sparse retrieval and dense retrieval. For sparse retrieval, we use BM25 [81], which is based on TF-IDF scores of sparse word match between input questions and KG-linearized passages. For dense retrieval, we apply the DPR [51] framework, which is based on similarity in the embedding space between input questions and passages from two fine-tuned BERTs [23]. We refer readers to the original paper for details of the fine-tuning process. During inference, suppose there are totally \( N \) passages in the knowledge source \( \{p_1, p_2, \ldots, p_N\} \). DPR applies the passage encoder \( E_P(\cdot) \) to encode all the passages and store embeddings in memory. For an input question \( q \), DPR applies the question encoder \( E_Q(\cdot) \) to obtain its representation, and then the passages are retrieved based on the dot-product similarity: 

\[
I_{\text{retrieve}} = \text{argtop-k}(E_P(p_i) \cdot E_Q(q))
\]

Then it applies FAISS[49] to conduct an efficient similarity search due to the large number of passages \( N \). Through this step, we can retrieve \( |I_{\text{retrieve}}| \ll N \) passages which are potentially relevant to the input question.

### 4.2.3 Reading

The reader takes the retrieved passages and the original question as input and generates the targeted output. Recent advanced sequence-to-sequence models like BART [58] and T5 [77] can be utilized here. In order to answer complicated multi-hop questions, cross-passage reasoning is important for the reader. One way is to concatenate all the passages and let the self-attention in the Transformer module capture these patterns. However, this can be inefficient when the number of retrieved passages is very large because of the quadratic computation complexity in self-attention. To achieve both cross-passage modeling and computation efficiency, we apply Fushion-in-Decoder (FiD) [46] based on T5 as the reader model. FiD encodes the concatenation of the input question and each passage separately but decodes the output tokens jointly. Specifically, we denote the question as \( q \) and the retrieved passages as \( \{p_{r_i} | r_i \in I_{\text{retrieve}}\} \). The encoding process for each passage \( p_{r_i} \) is:

\[
P_i = \text{Encoder}(\text{concat}(q, p_{r_i})) \in \mathbb{R}^{L_p \times H}, \tag{4.1}
\]

where \( H \) is the hidden dimension, and \( L_p \) is the total sequence length of a question concatenated with a passage. \( \text{T5-Encoder}(\cdot) \) is the encoder module of T5. Then the token embeddings of all passages output from the last layer of the encoder are concatenated and sent to the decoder to generate the output tokens \( T_{\text{output}} \):

\[
T_{\text{output}} = \text{Decoder}([P_1; P_2; \cdots; P_{|I_{\text{retrieve}}|}] \in \mathbb{R}^{|I_{\text{retrieve}}| \times L_p \times H}) \tag{4.2}
\]

By concatenating the encoder output embeddings, the decoder can generate outputs based on joint modeling of multiple passages.
4.2.4 Joint Decoding Answers and Logical Forms

Motivated by the success of adding prefixes to control the generation of large-scale language models [77, 112], we use a shared sequence-to-sequence model to generate both logical forms and direct answers, and differentiate the two processes by prompting the model with different prefixes. The encoding-decoding process in Equation (5.5) and (5.6) becomes:

\[
P_{\text{answer}}^i = \text{Encoder}(\text{concat}(\text{prefix}_{\text{answer}}, q, p_i)), \quad T_{\text{answer}} = \text{Decoder}([P_{\text{answer}}^1; \cdots; P_{\text{answer}}^{|I_{\text{retrieve}}|}]);
\]

\[
P_{\text{LF}}^i = \text{Encoder}(\text{concat}(\text{prefix}_{\text{LF}}, q, p_i)), \quad T_{\text{LF}} = \text{Decoder}([P_{\text{LF}}^1; \cdots; P_{\text{LF}}^{|I_{\text{retrieve}}|}]);
\]

where \(T_{\text{answer}}\) and \(T_{\text{LF}}\) are the output answer tokens and logical form tokens respectively. prefix_{\text{answer}} and prefix_{\text{LF}} are the prefixes for answer generation and logical form generation respectively, which we set as Question Answering: and Semantic Parsing:. For example, given the question What video game engine did incentive software develop?, we’ll first retrieve relevant passages using the retriever. Then we add these two prefixes to produce two different inputs: Question Answering: what video game engine did incentive software develop? and Semantic Parsing: what video game engine did incentive software develop?” For the first input, we train the model to generate the target output answer Freescape directly1. While for the second input, we aim to generate the logical form \((\text{AND cvg.computer_game_engine (JOIN cvg.computer_game_engine.developer m.0d_qhv)})\), which is simply treated as text strings during generation without constrained decoding. However, instead of directly generating the entity ID like m.0d_qhv in the logical form, we replace it with the corresponding entity name like Incentive Software and add special tokens “[” and “]” to identify it. The revised logical form to be generated becomes \((\text{AND cvg.computer_game_engine (JOIN cvg.computer_game_engine.developer [ Incentive Software ])})\). After generation, we replace the entity names with their IDs for execution. During training, we fine-tune the whole reader in a multi-task learning manner, where one input question contributes to two training data pairs with one for answer generation and the other one for logical form generation. During inference, we use beam search to generate multiple candidates for both logical forms and answers, with the same beam size \(B\).

Next, we show how we combine them to obtain the final answer. We first execute these logical forms against the KG using an executor2. Suppose the list of executed answer set is \([A_{1\text{LF}}^1, \cdots, A_{B'}^1]\) \((B' \leq B\) since some logical forms can be non-executable) and the list of directly generated answer set is \([A_{1\text{answer}}^1, \cdots, A_B^1]\). We consider two situations: (1) If \(B' = 0\) means none of these logical forms are executable, the final answer is simply \(A_{1\text{answer}}^1\); (2) Otherwise when \(B' \geq 1\), we use weighted linear combination: we first assign the score \(\lambda S(k)\) for \(A_{k\text{LF}}^1\) and the score \((1 - \lambda)S(k)\) for \(A_{k\text{answer}}^1\), where \(0 \leq \lambda \leq 1\) is a hyper-parameter controlling the weight of each type of answers, and \(S(k)\) is a score function based on the answer rank \(k\). If an answer set appears both in executed answer list and generated answer list with ranks \(i\) and \(j\) respectively, then its score is the sum of two scores: \(\lambda S(i) + (1 - \lambda)S(j)\). Finally, we select the answer set with the highest score as the final output. We leave the exploration of other combination methods as future work.

1For direct answer generation, we only consider returning one single answer.

2We locally set up a Virtuoso triplestore service following the GrailQA paper.
Table 4.1: Results on the test splits of 3 benchmark datasets: WebQSP, CWQ, and FreebaseQA. The two blocks of baselines are direct-answer-prediction and semantic parsing based methods respectively. We run 5 independent experiments for FiD-large based DECAF and report mean and standard deviation. * means that we replace the original reader T5-base with T5-large and rerun experiments to have a fair comparison with our method.

### 4.3 Experiment

**Experiment Settings.** We use the full Freebase [5] data pre-processed by [109] as the KG for all benchmarks. The total number of entities, relations, and triplets are about 88 million, 20k, and 472 million respectively. The total number of passages after linearization is about 126 million. For the retrieval module of DECAF, we use BM25 implemented by Pyserini [61] and Dense Passage Retrieval (DPR) [51] with BERT-base [23] as question and passage encoders. We train separate DPRs on each dataset following the same training process and use the same model architecture in the original paper. The number of retrieved passages is 100 if not specified. For the reading module, we leverage Fusion-in-Decoder [46] based on the T5 [77] model: FiD-large and FiD-3B with 770 million and 3 billion model parameters respectively. For the decoding beam size, we use 10 for FiD-large model and 15 for FiD-3B model.

We evaluate DECAF on four benchmark datasets: WebQSP [120], ComplexWebQuestions (CWQ) [93], FreebaseQA [47], and GrailQA [33]. Specifically, GrailQA provides the categories of questions: i.i.d., compositional, and zero-shot, which can be used to evaluate model perfor-
<table>
<thead>
<tr>
<th>Model</th>
<th>Overall</th>
<th>I.I.D.</th>
<th>Compositional</th>
<th>Zero-Shot</th>
</tr>
</thead>
<tbody>
<tr>
<td>QGG [57]</td>
<td>36.7</td>
<td>40.5</td>
<td>33.0</td>
<td>36.6</td>
</tr>
<tr>
<td>Bert+Ranking [33]</td>
<td>58.0</td>
<td>67.0</td>
<td>53.9</td>
<td>55.7</td>
</tr>
<tr>
<td>ReTrack [15]</td>
<td>65.3</td>
<td>87.5</td>
<td>70.9</td>
<td>52.5</td>
</tr>
<tr>
<td>S2QL (Anonymous)</td>
<td>66.2</td>
<td>72.9</td>
<td>64.7</td>
<td>63.6</td>
</tr>
<tr>
<td>ArcaneQA [32]</td>
<td>73.7</td>
<td>-</td>
<td>75.3</td>
<td>66.0</td>
</tr>
<tr>
<td>RnG-KBQA [118]</td>
<td>74.4 (76.9)</td>
<td>89.0 (88.3)</td>
<td>71.2 (69.2)</td>
<td>69.2 (75.1)</td>
</tr>
<tr>
<td>RnG-KBQA (T5-large)*</td>
<td>- (77.1)</td>
<td>- (88.5)</td>
<td>- (69.8)</td>
<td>- (75.2)</td>
</tr>
<tr>
<td>UniParser (Anonymous)</td>
<td>74.6</td>
<td>-</td>
<td>71.1</td>
<td>69.8</td>
</tr>
<tr>
<td>DeCC (Anonymous)</td>
<td>77.6</td>
<td>-</td>
<td>75.8</td>
<td>72.5</td>
</tr>
<tr>
<td>TIARA (Anonymous)</td>
<td>78.5</td>
<td>-</td>
<td>76.5</td>
<td>73.9</td>
</tr>
<tr>
<td><strong>DECAF (BM25 + FiD-large)</strong></td>
<td>76.0 (78.7)</td>
<td><strong>90.5 (90.2)</strong></td>
<td>79.0 (78.7)</td>
<td>68.0 (73.7)</td>
</tr>
<tr>
<td><strong>DECAF (DPR + FiD-large)</strong></td>
<td>- (75.4)</td>
<td>- (89.7)</td>
<td>- (75.8)</td>
<td>- (69.0)</td>
</tr>
<tr>
<td><strong>DECAF (BM25 + FiD-3B)</strong></td>
<td><strong>78.7 (81.4)</strong></td>
<td><strong>89.9 (89.7)</strong></td>
<td><strong>81.8 (80.1)</strong></td>
<td>72.3 (78.4)</td>
</tr>
</tbody>
</table>

Table 4.2: F1 scores on the test split of GraiQA. The numbers in the parentheses are F1 scores on the dev split. * means that we replace the original reader T5-base with T5-large and rerun experiments.

Performance over different levels of generalization. All datasets provide both ground-truth answers and logical forms except FreebaseQA, where our model only generates answers as the final output without using the logical form. More details about these datasets are shown in the appendix. Following previous work [18, 70, 118], we evaluate our model based on metrics Hits@1 and F1, where Hits@1 focus on the single top-ranked answer while F1 also considers coverage of all the answers.

### 4.3.1 Main Result

We compare with both direct answer prediction and semantic parsing based methods and run 5 independent experiments for FiD-large based DECAF to report mean and standard deviation. We don’t do this for DECAF with FiD-3B due to the limitation of computation resource. We denote our model in the form of DECAF (\{Retriever\} + \{Reader\}) such as DECAF (BM25 + FiD-large). If the retriever is not specified, it means we choose the better one for each dataset respectively.

As shown in Table 4.1, DECAF achieves new SOTA on WebQSP and FreebaseQA dataset, outperforming both direct-answer-prediction (first block) and semantic parsing based (second block) baselines. On WebQSP, DECAF improves the previous highest Hits@1 by 3.0% and F1 by 2.3%. Note that one of the best-performing baseline UniK-QA uses STAGG [119] for entity linking on WebQSP, which is not publicly available and thus can not be applied to other datasets. Compared to UniK-QA, we see that DECAF (DPR + FiD-large) improves the Hits@1 by 1.6% with the same model size, demonstrating the effectiveness of our method even without entity linking. On FreebaseQA, DECAF improves the SOTA Hits@1 significantly by 15.7%. On CWQ dataset, DECAF achieves very competitive results, the same as the current SOTA method CBR-KBQA. CBR-KBQA is based on the K-Nearest Neighbors approach, which is
complementary to our method. We also see that increasing reader size from large (770M) to 3B significantly improves model performance. Moreover, BM25 and DPR lead to different results: DPR performs significantly better than BM25 on WebQSP, slightly better on FreebaseQA, and worse on CWQ. The possible reason is that DPR is trained to retrieve passages containing the answers based on distant supervision [51], which do not necessarily contain the relations and entities that appeared in the logical form, especially for complex questions. Thus it may hurt the performance of logical form generation which results in a final performance degeneration.

Table 4.2 shows results on the GrailQA dataset, where we listed F1 scores of Overall, I.I.D., Compositional, and Zero-shot questions respectively. We see that with FiD-large reader, DECAF achieves better overall performance than the published SOTA method RnG-KBQA. Since original RnG-KBQA uses T5-base, we also equip it with T5-large for a fair comparison and list the results on the dev set, where DECAF (BM25 + FiD-large) still significantly outperforms it by 1.6% in overall F1 score. With FiD-3B reader, the overall F1 of DECAF is improved by 2.7% compared to using FiD-large reader, and surpasses the current SOTA method TIARA3, which is an anonymous submission on the GrailQA leaderboard. Notably, DECAF performs the best in compositional questions with an F1 score 5.3% higher than the best-performing method.

Overall we see that DECAF achieves new SOTA results on WebQSP, FreebaseQA, and GrailQA with very competitive results on the CWQ benchmark. Even with simple BM25 retrieval, DECAF outperforms most of the baselines across all the benchmark datasets, which previous studies usually use different entity linking methods specially designed for different datasets.

4.3.2 Ablation Study

In this section, we conduct some ablation studies to answer the following questions: **What is the best way to combine LF-executed answers and generated answers?** In Section 4.2.4, we introduced a way of combining LF-executed answers and generating answers to obtain

<table>
<thead>
<tr>
<th>GrailQA / λ</th>
<th>0.0</th>
<th>0.2</th>
<th>0.4</th>
<th>0.45</th>
<th>0.49</th>
<th>0.51</th>
<th>0.55</th>
<th>0.6</th>
<th>0.8</th>
<th>1.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S(k) = 1/k$</td>
<td>54.7</td>
<td>54.7</td>
<td>56.1</td>
<td>56.3</td>
<td>56.5</td>
<td>78.7</td>
<td>78.7</td>
<td>78.7</td>
<td>78.7</td>
<td>78.7</td>
</tr>
<tr>
<td>$S(k) = B - k + 1$</td>
<td>54.7</td>
<td>55.6</td>
<td>56.4</td>
<td>56.5</td>
<td>56.5</td>
<td>78.3</td>
<td>78.3</td>
<td>78.4</td>
<td>78.6</td>
<td>78.7</td>
</tr>
<tr>
<td>WebQSP / λ</td>
<td>0.0</td>
<td>0.2</td>
<td>0.4</td>
<td>0.45</td>
<td>0.49</td>
<td>0.51</td>
<td>0.55</td>
<td>0.6</td>
<td>0.8</td>
<td>1.0</td>
</tr>
<tr>
<td>$S(k) = 1/k$</td>
<td>49.8</td>
<td>49.8</td>
<td>50.6</td>
<td>51.0</td>
<td>51.3</td>
<td>76.7</td>
<td>76.7</td>
<td>76.9</td>
<td>77.1</td>
<td>77.1</td>
</tr>
<tr>
<td>$S(k) = B - k + 1$</td>
<td>49.8</td>
<td>51.0</td>
<td>51.5</td>
<td>51.8</td>
<td>51.9</td>
<td>75.2</td>
<td>75.2</td>
<td>75.2</td>
<td>76.0</td>
<td>77.1</td>
</tr>
<tr>
<td>CWQ / λ</td>
<td>0.0</td>
<td>0.2</td>
<td>0.4</td>
<td>0.45</td>
<td>0.49</td>
<td>0.51</td>
<td>0.55</td>
<td>0.6</td>
<td>0.8</td>
<td>1.0</td>
</tr>
<tr>
<td>$S(k) = 1/k$</td>
<td>50.5</td>
<td>50.5</td>
<td>52.7</td>
<td>53.5</td>
<td>54.4</td>
<td>68.5</td>
<td>68.5</td>
<td>68.6</td>
<td>68.6</td>
<td>68.6</td>
</tr>
<tr>
<td>$S(k) = B - k + 1$</td>
<td>50.5</td>
<td>53.1</td>
<td>54.3</td>
<td>54.6</td>
<td>54.6</td>
<td>68.3</td>
<td>68.3</td>
<td>68.4</td>
<td>68.6</td>
<td>68.6</td>
</tr>
</tbody>
</table>

Table 4.3: F1 scores on GrailQA and WebQSP and Hits@1 scores on CWQ using DECAF (FiD-large) based on different values of λ, which is the weight of LF-executed answers in the answer combination function. $S(k)$ is the score function of answer rank $k$ and $B$ is the generation beam size.

3We achieve the 1st rank on the GrailQA leaderboard as of 09/06/2022.
<table>
<thead>
<tr>
<th>Model</th>
<th>WebQSP Hit@1</th>
<th>WebQSP F1</th>
<th>CWQ Hit@1</th>
<th>CWQ F1 (O)</th>
<th>CWQ F1 (I)</th>
<th>CWQ F1 (C)</th>
<th>CWQ F1 (Z)</th>
<th>GrailQA (dev) F1 (O)</th>
<th>GrailQA (dev) F1 (I)</th>
<th>GrailQA (dev) F1 (C)</th>
<th>GrailQA (dev) F1 (Z)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DECAF (Answer only)</td>
<td>74.7</td>
<td>49.8</td>
<td>50.5</td>
<td>54.7</td>
<td>59.4</td>
<td>38.3</td>
<td>59.5</td>
<td>63.9</td>
<td>76.3</td>
<td>63.9</td>
<td>63.9</td>
</tr>
<tr>
<td>DECAF (LF only)</td>
<td>74.3</td>
<td>74.0</td>
<td>55.2</td>
<td>72.4</td>
<td>88.2</td>
<td>76.3</td>
<td>63.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DECAF</td>
<td>80.7</td>
<td>77.1</td>
<td>68.1</td>
<td>78.7</td>
<td>90.2</td>
<td>78.7</td>
<td>73.7</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-Executable LF%</td>
<td>11.3</td>
<td>30.2</td>
<td>15.8</td>
<td>6.2</td>
<td>9.6</td>
<td>22.5</td>
<td>22.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DECAF &lt;sub&gt;sep&lt;/sub&gt; (Answer only)</td>
<td>74.2</td>
<td>49.5</td>
<td>47.9</td>
<td>54.6</td>
<td>57.7</td>
<td>38.8</td>
<td>59.8</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DECAF &lt;sub&gt;sep&lt;/sub&gt; (LF only)</td>
<td>72.7</td>
<td>73.1</td>
<td>54.3</td>
<td>74.0</td>
<td>91.4</td>
<td>75.2</td>
<td>66.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DECAF &lt;sub&gt;sep&lt;/sub&gt;</td>
<td>80.6</td>
<td>77.1</td>
<td>66.5</td>
<td>80.3</td>
<td>92.9</td>
<td>78.9</td>
<td>75.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-Executable LF%</td>
<td>12.3</td>
<td>32.8</td>
<td>15.9</td>
<td>5.2</td>
<td>11.9</td>
<td>22.4</td>
<td>22.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4.4: We study the performance of our model when only using generated answers (Answer Only) or executed answers by logical forms (LF Only). O, I, C, Z means overall, i.i.d., compositional and zero-shot. DECAF <sub>sep</sub> means using a separate reader for answer generation and logical form generation respectively instead of a joint reader. We also show the percentage of questions where none of the generated LFs are executable.

the final answer. (1) When none of the LFs are executable, we use the top-1 generated answer as output. In Table 4.4, we show the percentage of questions where none of the generated LFs are executable. It can be observed that directly generating LFs for hard questions, such as CWQ and Zero-shot GrailQA, shows a significantly higher non-executable rate than that for easy questions. (2) If any LF is executable, we use the answer with the highest combination scores $\lambda S(i) + (1 - \lambda) S(j)$, where $\lambda$ is the hyper-parameter weight for LF-executed answers, and $i$ and $j$ are the rank in the LF-executed answer list and generated answer list respectively. We test two different score functions $S(k) = 1/k$ and $S(k) = B - k + 1$ where $B$ is the beam size, and $k$ is the rank in the candidate list. From the results in Table 4.3, we see that the model performance is improved when $\lambda$ increases. Specifically (1) the F1 score increases dramatically when $\lambda$ changes from 0.49 to 0.51, where the former usually chooses generated answer as a final answer while the latter selects the LF-executed one. This demonstrates that LF-executed answers are much more accurate compared to generated ones, which can also be validated in the next section. (2) $\lambda = 1.0$ gives the best results, which means that we can simply select the first executed answer if exists, otherwise choose the first direct answer. Thus we set $\lambda = 1.0$ as the default setting of DECAF in all the experiments.

**How do answer generation and LF generation perform respectively?** DECAF combines generated answers and executed answers to obtain the final answers. In this section, we study the impact of them separately. We introduce two new models to (1) only use generated answers (Answer Only) and (2) only use executable answers by logical form (LF Only). As shown in the first group of models in Table 4.4, the performance of LF Only is consistently better than Answer Only. Except on WebQSP, the latter has similar Hits@1, but the former has a significantly better F1 score, which shows that LF can produce much better answer coverage. We also see that the combination of these two strategies is significantly better than any of them separately. For example, on the dev set of GrailQA, the overall F1 of DECAF is 6.3% higher than DECAF (LF only) and 24.0% higher than DECAF (Answer Only).

**Should we use a joint reader or separate readers for answer and LF generation?** We add
another variation of our model called DECAF$_{sep}$, which uses two separate readers to generate direct answers and logical forms respectively instead of a shared reader, while other parts remain the same as DECAF. As shown in the second group of models in Table 4.4, we see that the overall performance is similar to DECAF, showing that a shared reader with prefix is as capable as two separate readers. However, it is interesting to see that on CWQ, a shared reader with multi-task training performs better on answer generation and LF generation while on GrailQA, it performs worse on LF generation compared to two separate readers.

**Does retrieval capture useful information for answering questions?** We first evaluate the retrieval results of BM25 and DPR on 4 datasets in Table 4.5. We observe that: (1) DPR performs better than BM25 on all the datasets except GrailQA, which contains zero-shot questions where DPR may have poor performance due to generalization issues. (2) On WebQSP, GrailQA and FreebaseQA, the retrieval method can achieve over 80% hits rate and recall rate, demonstrating the effectiveness of retrieval. (3) The performance is not as good on CWQ dataset, where most questions require multi-hop reasoning. This problem can be potentially mitigated by iterative retrieval [72, 113], which we leave as future work. We then analyze the effect of retrieval on the final QA performance in Figure 4.3, where we show the results over 4 datasets with different numbers of retrieved passages. We see that on all the datasets, with the increase of passage number (from 5 to 100), the model performance is improved. Specifically, on GrailQA dataset, over different categories of questions, we see that the performance over I.I.D. questions increases the least while it improves the most over zero-shot questions. This is because I.I.D. questions can be handled well by memorizing training data while zero-shot questions require external knowledge from KG to be well answered.

**How does the size of training data affect the model performance?** In this section, we further study the influence of the size of the training data. Specifically, we want to study how it influences answer generation and LF generation respectively. We focus on the GrailQA dataset, and vary the number of training data from 500, 2000, 10000 to 44337 (all). As shown in Figure 4.4(a), the performance of DECAF improves as the increase of training data. More importantly, we see that the performance of LF generation improves much more significantly than DECAF (Answer Only). This shows that training the logical form generation requires more data than answer generation, because logical forms are usually more complicated than answers.

**During inference, what is the effect of beam size?** In this section, we study the effects of generation beam size during inference. As shown in Figure 4.4(b), when we vary the beam size from 1, 2, 5, 10 to 20, the performance of DECAF improves. However, we see that the performance DECAF (LF Only) is significantly improved while DECAF (Answer Only) barely changes. This shows that the overall performance improvement mainly comes from logical form generation instead of answer generation. This is because the logical form is difficult to generate, and beam
size is important to long sequence generation especially when we enumerate the generated logical forms until we find the one that is executable. However, for answer generation, which is usually in short length, beam size won’t have a large effect.

4.3.3 Error Analysis

We conduct case-based error analysis on our model. As shown in Table 4.6, we list 3 cases where Answer Only generation is wrong, LF Only generation is wrong, and both of them are wrong. In the first example, we need to find the “earlies” composition. We see that the logical form is not complicated while the direct answer generation needs to reason over the completion time of compositions and find the minimum of them, which is difficult. In the second example, we see that the reasoning is not difficult since it only contains one relation about locomotive class, but the logical form is relatively long which makes the generation more challenging. We see that the generated logical form misses the steam part and results in an non-executable prediction. For
<table>
<thead>
<tr>
<th>Question:</th>
<th>Which composition was completed the earliest?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gold Answer:</td>
<td>Ce fut en mai</td>
</tr>
<tr>
<td>Gold Logical Form:</td>
<td>(ARGMIN music.composition music.composition.date_completed)</td>
</tr>
<tr>
<td>Gen Answer:</td>
<td>Composition for Piano and Orchestra by David Bowie</td>
</tr>
<tr>
<td>Gen Logical Form:</td>
<td>(ARGMIN music.composition music.composition.date_completed)</td>
</tr>
<tr>
<td>LF Executed Answer:</td>
<td>Ce fut en mai</td>
</tr>
<tr>
<td>DECAF’s Answer:</td>
<td>Ce fut en mai</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Question:</th>
<th>British rail class 04 belongs to which locomotive class?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gold Answer:</td>
<td>0-6-0</td>
</tr>
<tr>
<td>Gold Logical Form:</td>
<td>(AND rail.steam_locomotive_wheel_configuration (JOIN rail.steam_locomotive_wheel_configuration. locomotive_classes m.02rh_}))</td>
</tr>
<tr>
<td>Gen Answer:</td>
<td>0-6-0</td>
</tr>
<tr>
<td>Gen Logical Form:</td>
<td>(AND rail.locomotive_wheel_configuration (JOIN rail.locomotive_wheel_configuration. locomotive_classes m.02rh_)))</td>
</tr>
<tr>
<td>LF Executed Answer:</td>
<td>Not Executable</td>
</tr>
<tr>
<td>DECAF’s Answer:</td>
<td>0-6-0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Question:</th>
<th>Which browser was most recently released by the creators of mpd?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gold Answer:</td>
<td>Internet Explorer for Mac</td>
</tr>
<tr>
<td>Gold Logical Form:</td>
<td>(ARGMAX (AND computer.web_browser (JOIN (R computer. software_developer.software) (JOIN (R computer. file_format.format_creator) m.0210900))) computer.software.first_released)</td>
</tr>
<tr>
<td>Gen Answer:</td>
<td>WebKit</td>
</tr>
<tr>
<td>Gen Logical Form:</td>
<td>(ARGMAX (AND computer.web_browser (JOIN (R computer. software_developer.software) m.0210900)) computer.software.release_date)</td>
</tr>
<tr>
<td>LF Executed Answer:</td>
<td>Not Executable</td>
</tr>
<tr>
<td>DECAF’s Answer:</td>
<td>WebKit</td>
</tr>
</tbody>
</table>

Table 4.6: Case-based error analysis over GrailQA (dev) dataset, where Gen is the abbreviation for Generated. We show 3 cases where only generated answer is wrong, only generated LF is wrong, and both of them are wrong.
these two cases, DECAF can still output the correct answer due to answer combination. However, this is not the case for the last example, which is a compositional question involving multiple relations. We see that both the generated answer and logic form are wrong. The generated logical form neglects one join operation and makes mistake on the relation about release date. This means that our model can be further improved to deal with such complicated questions.

4.4 Summary

In this chapter, we present a novel method DECAF to jointly generate direct answers and logical forms (LF) for knowledge graph question answering. We found that combining the generated answers and LF-executed answers can produce more accurate final answers. Instead of relying on entity linking, DECAF is based on a sequence-to-sequence framework enhanced by retrieval, where we transform the knowledge graph into text and use sparse or dense retrieval to select relevant information from KG to guide output generation. Experimental results show that we achieve the new state-of-the-art on WebQSP, FreebaseQA, and GrailQA. Our work sheds light on the relationship between more general semantic parsing based methods and direct-answer-prediction methods. It would be interesting to further explore this direction on other tasks involving both semantic parsing and end-to-end methods like table-based question answering or programming code generation.

The joint generation of direct answers and logical forms in DecAF is both robust and effective, but it’s limited to cases where answers come from KGs. What happens when answers are sourced from different mediums, like text corpora? In the following chapter, we’ll demonstrate that in such settings, we can still utilize both KGs and textual semantics to enhance question-answering performance.
Chapter 5

KG-Enhanced Passage Reranking for Answer Generation

5.1 Introduction

Open-Domain Question Answering (ODQA) is the task of answering natural language questions from open-domain text corpora. A successful ODQA model relies on effective acquisition of world knowledge. A popular line of work treats a large collection of open-domain documents (such as Wikipedia articles) as the knowledge source, and design a ODQA system that consists of a retrieving module and a reading module. The retriever pulls out a small set of potentially relevant passages from the open-source documents for a given question, and the reader produces an answer based on the retrieved passages [36, 45, 51]. An earlier example of this kind is DrQA [14], which used an traditional search engine based on the bag of words (BoW) document representation with TF-IDF term weighting, and a neural reader for extracting candidate answers for each query based on the dense embedding of the retrieved passages. With the successful development of Pre-trained Language Models (PLMs) in neural network research, dense embedding based passage retrieval (DPR) models [51, 74] have shown superior performance over BoW/TF-IDF based retrieval models due to utilization of contextualized word embedding in DPR, and generative QA readers [59, 80] usually outperform extraction based readers [24, 36] due to the capability of the former in capturing lexical variants with a richer flexibility.

The recently proposed Fusion-in-Decoder (FiD) model [46] is representative of those methods with a DPR retriever and a generative reader, achieving the state-of-the-art results on ODQA evaluation benchmarks. FiD also significantly improved the scalability of the system over previous generative methods by encoding the retrieved passages independently instead of encoding the concatenation of all retrieved passages (which was typical in previous methods).

Inspired by the success of FiD, this chapter aims further improvements of the state of the art of ODQA in the paradigm with a DPR retriever and a generative reader. Specifically, we point out two potential weaknesses or limitations of FiD as the rooms for improvements, and we propose a novel solution namely KG-FiD to address these issues with FiD. The two issues are:

Issue 1. The independent assumption among passages is not justified. Notice that both the DPR retriever and the generative reader of FiD perform independent encoding of the retrieved
passages, which means that they cannot leverage the semantic relationship among passages for passage embedding and answer generation even if such relational knowledge is available. But we know that rich semantic connections between passages often provide clues for better answering questions [67].

**Issue 2. Efficiency Bottleneck.** For each input question, the FiD generative reader receives about 100 passages from the DPR module, with a relatively high computational cost. For example, the inference per question takes more than 6 trillion floating-point operations. Simply reducing the number of retrieved passages sent to the reader will not be a good solution as it will significantly decrease the model performance [46]. How to overcome such inefficient computation issue is a challenging question for the success of FiD in realistic ODQA settings.

We propose to address both of the above issues with FiD by leveraging an existing knowledge graph (KG) to establish relational dependencies among retrieved passages, and employing Graph Neural Networks (GNNs) to re-rank and prune retrieved passages for each query. We name our new approach as KG-FiD.

Specifically, KG-FiD employs a two-stage passage reranking by applying GNN to model structural and semantic information of passages. Both stages rerank the input passages and only a few top-reranked passages are fed into subsequent modules. The first stage reranks passages returned by the retriever, where we use the passage embeddings generated by DPR as the initial GNN node representation. This allows reranking a much larger set of initial candidate passages to enhance coverage of answers. The second stage performs joint passage reranking and answer generation, where the node embeddings are initialized by the embeddings of passage-question pairs output from the reader encoder. This stage operates on a smaller candidate set but aims for more accurate reranking and passage pruning.

To improve the efficiency, in the second-stage reranking, our GNN model adopts representations from the intermediate layer in the reader encoder instead of the final layer to initiate passage node embeddings. Then only a few top reranked passages will be passed into the higher layers of encoder and the decoder for answer generation, while other passages will not be further processed. This is coupled with a joint training of passage reranking and answer generation. As shown in Section 5.3.4, these strategies significantly reduce the computation cost while still maintaining a good QA performance.

Our experiments on ODQA benchmark datasets Natural Questions and TriviaQA demonstrate that KG-FiD can achieve comparable or better performance in answer prediction than FiD, with only 40% of the computation cost of FiD.

## 5.2 Method

In the following sections, we first introduce how to apply KG to build a graph structure among the retrieved passages (Section 5.2.1). Then we show how we adopt the graph-based stage-1 reranking with DPR retriever to improve passage retrieval (Section 5.2.2). Next we introduce joint stage-2 reranking and answer generation in the reading module (Section 5.2.3). Finally we illustrate the improvement of efficiency by using intermediate layer representation for stage-2 reranking (Section 5.2.4). The overview of our framework is illustrated in Figure 5.1.
Figure 5.1: Overall Model Framework. $P_i$ indicates the node of the passage originally ranked the $i$-th by the DPR retriever, with the article title below it. The left part shows passage retrieval by DPR, passage graph construction based on KG (Section 5.2.1) and stage-1 reranking (Section 5.2.2). The right part shows joint stage-2 reranking and answer generation in the reading module (Section 5.2.3 and 5.2.4).
5.2.1 Construct Passage Graph using KG

The intuition behind using KG is that there exists the structural relationship among the retrieved passages which can be captured by the KG. Similar to [67], we construct the passage graph where vertices are passages of text and the edges represent the relationships that are derived from the external KGs as \(KG = \{(e_h, r, e_t)\}\), where \(e_h, r, e_t\) are the head entity, relation and tail entity of a triplet respectively.

First, we formalize the definition of a passage. Following previous works [51, 108], each article in the text corpus is split into multiple disjoint text blocks of 100 words called passages, which serve as the basic retrieval units. We assume there is a one-one mapping between the KG entities and articles in the text corpus. Specifically, we use English Wikipedia as the text corpus and English Wikidata [102] as the knowledge graph, since there exists an alignment between the two resources\(^1\). For example, for the article titled with “New York Yankees”, it contains passages such as “The New York Yankees are an American professional baseball team ...”. The article also corresponds to a KG entity with the same name as “New York Yankees”.

Then we define the mapping function \(e = f(p)\), where the KG entity \(e\) corresponds to the article which \(p\) belongs to. Note that one passage can only be mapped to one entity, but multiple passages could be mapped to the same entity. The final passage graph is defined as \(G = \{(p_i, p_j)\}\), where passages \(p_i\) and \(p_j\) are connected if and only if their mapped entities are directly connected in the KG, i.e., \((f(p_i), r, f(p_j)) \in KG\).

Since the total number of passages is very large, e.g., more than 20M in Wikipedia, constructing and maintaining a graph over all the passages is inefficient and memory-consuming. Thus, we build a passage graph on the fly for each question, based on the retrieved passages.

5.2.2 Passage Retrieving & Stage-1 Reranking

**DPR Retriever:** Our framework applies DPR [51] as the retriever, which uses a BERT based passage encoder to encode all the \(N\) passages in the text corpus \(\{p_1, p_2, \cdots, p_N\}\). Suppose all the passage embeddings are fixed and stored in memory as \(M \in \mathbb{R}^{N \times D}\) where \(D\) is the hidden dimension:

\[M_i = BERT(p_i) \text{ for } i \in \{1, 2, \cdots, N\}\] (5.1)

For an input question \(q\), DPR applies another BERT-based question encoder to obtain its representation \(Q\), then it builds on FAISS [49] to conduct fast dot-product similarity search between \(Q\) and \(M\), and returns \(N_1\) (\(N_1 \ll N\)) passages with the highest similarity scores.

**Stage-1 Reranking:** We see that the DPR retriever returns \(N_1\) passages which are independently retrieved based on the similarity between the question and each passage, without considering inter-passage relationship. Thus instead of directly retrieving \(N_1\) passages for the reader, we propose to first retrieve \(N_0\) (\(N_0 > N_1\)) passages, then rerank them and output top-\(N_1\) reranked passages into the reader.

Following Section 5.2.1, we construct a graph among the \(N_0\) retrieved passages denoted as \(G_0\). We aim to rerank the retrieved passages based on both the structural information and the textual semantic information of them.

\(^1\)Entity recognition and linking can be used if there is no such alignment.
To represent the semantic information of passages, one can use another pre-trained language model to encode the passage texts, but this will not only include lots of additional model parameters, but also incur heavy computational cost as $N_0$ can be large. To avoid both additional memory and computation cost, we propose to reuse the offline passage embeddings $M_r$ generated from the DPR retriever in Equation 5.1 as the initial node representation:

$$E_i^{(0)} = M_{r_i}$$

where $\{r_i| i \in \{1, 2, \cdots, N_0\}\}$ is the set of retrieved passage indices.

Then we employ a graph attention network (GAT) [98] with $L_g$ layers as GNN model to update representations for each node based on the passage graph and initial representation. The $l$-th layer of the GNN model updates the embedding of node $i$ as follows:

$$E_i^{(l)} = h(E_i^{(l-1)}, \{E_j^{(l-1)}\}_{(i,j) \in G_0})$$ (5.2)

where $h$ is usually a non-linear learnable function which aggregates the embeddings of the node itself and its neighbor nodes. The reranking score for each passage $p_{r_i}$ is calculated by $s_{i}^{\text{stage-1}} = Q^T E_i^{(L_g)}$, where $Q$ is the question embedding also generated by the DPR retriever. Then we sort the retrieved passages by the reranking scores, and input the top-$N_1$ passages into the reader. The training loss of passage ranking for each question is:

$$\mathcal{L}_{r}^{\text{stage-1}} = -\sum_{i=1}^{N_0} y_i \log \left( \frac{\exp(s_{i}^{\text{stage-1}})}{\sum_{j=1}^{N_0} \exp(s_{j}^{\text{stage-1}})} \right)$$ (5.3)

where $y_i = 1$ if $p_{r_i}$ is the gold passage\(^2\) that contains the answer, and 0 otherwise.

As we only add a lightweight graph neural network and reuse the pre-computed and static DPR passage embeddings, our reranking module can process a large number of candidate passages efficiently for each question. In experiments, we set $N_0 = 1000$ and $N_1 = 100$.

5.2.3 Joint Stage-2 Reranking and Answer Generation

In this section, we briefly introduce the vanilla FiD reading module before illustrating our joint reranking method. We suppose the reader takes $N_1$ retrieved passages $\{p_{a_1}, p_{a_2}, \cdots, p_{a_{N_1}}\}$ as input.

**Vanilla FiD Reading Module:** We denote the hidden dimension as $H$ and number of encoder layers and decoder layers as $L$, FiD reader first separately encodes each passage $p_{a_i}$ concatenated with question $q$:

$$P_i^{(0)} = \text{T5-Embed}(q + p_{a_i}) \in \mathbb{R}^{T_p \times H},$$ (5.4)

$$P_i^{(l)} = \text{T5-Encoder}_l(P_i^{(l-1)}) \in \mathbb{R}^{T_p \times H},$$ (5.5)

where $T_p$ is the sequence length of a passage concatenated with the question. T5-Embed($\cdot$) is the initial embedding layer of T5 model [77] and T5-Encoder$_l$($\cdot$) is the $l$-th layer of its encoder module. Then the token embeddings of all passages output from the last layer of the encoder are concatenated and sent to the decoder to generate the answer tokens $A$:

$$A = \text{T5-Decoder}\left([P_1^{(L)}; P_2^{(L)}; \cdots; P_{N_1}^{(L)}]\right)$$ (5.6)

\(^2\)We follow Karpukhin et al. [51] on the definition of gold passages.
Stage-2 Reranking: Note that vanilla FiD reader neglect the cross information among passages, and the joint modeling in the decoding process makes it vulnerable to the noisy irrelevant passages. Thus, we propose to leverage the passage graph to rerank the input $N_1$ passages during the encoding and only select top-$N_2$ ($N_2 < N_1$) reranked passages into the decoder, which is named as stage-2 reranking.

Similar to stage-1 reranking, the reranking model is based on both the structural information and the textual semantic information of passages. We denote the passage graph as $G_1$, which is a subgraph of $G_0$. To avoid additional computation and memory cost, we propose to reuse the encoder-generated question-aware passage representation from FiD reader for passage reranking as it is already computed in Equation 5.5. Specifically, the initial node embeddings $Z_i^{(0)}$ for passage $p_{a_i}$ comes from the first token embedding of the final layer in the FiD-Encoder, i.e., $Z_i^{(0)} = P_i^{(L)}(0) \in \mathbb{R}^D$. Then same as stage-1 reranking, we also employ a GAT [98] with $L_g$ layers as the graph neural network (GNN) model to update representations for each node based on the passage graph, similar to Equation 5.2:

$$Z_i^{(L_g)} = \text{GAT}(Z_i^{(0)}, G'_1) .$$

The reranking score of passage $p_{a_i}$ is calculated by

$$s_{\text{stage-2}}^{(i)} = W^T Z_i^{(L_g)}$$

where $W$ is a trainable model parameter. After reranking, only the final top-$N_2$ ($N_2 < N_1$) passages are sent for decoding. Suppose their indices are $\{g_1, g_2, \cdots, g_{N_2}\}$, the decoding process in Equation 5.6 becomes:

$$A = \text{T5-Decoder} \left( [P_{g_1}^{(L)}; P_{g_2}^{(L)}; \cdots; P_{g_{N_2}}^{(L)}] \right)$$

where $A$ is the generated answer. Similar to stage-1 reranking, the training loss of passage ranking for each question is

$$L_r^{\text{stage-2}} = -\sum_{i=1}^{N_1} y_i \log \left( \frac{\exp(s_{\text{stage-2}}^{(i)})}{\sum_{j=1}^{N_1} \exp(s_{\text{stage-2}}^{(j)})} \right)$$

where $y_i = 1$ if $p_{a_i}$ is the gold passage that contains the answer, and 0 otherwise.

The passage reranking and answer generation are jointly trained. We denote the answer generation loss for each question is $L_a$, then the final training loss of our reader module is $L = L_a + \lambda L_r^{\text{stage-2}}$, where $\lambda$ is a hyper-parameter which controls the weight of reranking task in the total loss.

Note that the first stage reranking is based on DPR embeddings, which are are high-level (one vector per passage) and not further trained. While the second stage is based on reader-generated passage-question embeddings, which are semantic-level and trainable as part of the model output. Thus the second stage can better capture semantic information of passages and aims for more accurate reranking over a smaller candidate set. In the experiment, we set $N_1 = 100$ and $N_2 = 20$.

5.2.4 Improving Efficiency via Intermediate Representation in Stage-2 Reranking

Recall that in the stage-2 reranking, we take the passage representation from the last layer of reader encoder for passage reranking. In this section, we propose to further reduce the computation cost by taking the intermediate layer representation rather than the last layer. The intuition is
that answer generation task is more difficult than passage reranking which only needs to predict whether the passage contains the answer or not. Thus we may not need the representation from the whole encoder module for passage reranking.

Suppose we take the representation from the $L_1$-th layer ($1 \leq L_1 < L$), i.e., $Z_i^{(0)} = P_i^{(L_1)}(0)$ for $i \in \{1, 2, \cdots, N_1\}$, and the reranking method remains the same. Then only the top $N_2$ ($N_2 < N_1$) reranked passages will go through the rest layers of FiD-encoder. Suppose their indices are $I_g = \{g_1, g_2, \cdots, g_{N_2}\}$, for $l \geq L_1 + 1$:

$$P_i^{(l)} = \begin{cases} 
\text{T5-Encoder}_i(P_i^{(l-1)}) & \text{if } i \in I_g \\
\text{Stop-Computing} & \text{else}
\end{cases} \tag{5.9}$$

Then $P_{g_1}^{(L)}, P_{g_2}^{(L)}, \cdots, P_{g_{N_2}}^{(L)}$ are sent into the decoder for answer generation as in Equation 5.7. In Section 5.3.4, we demonstrate this can reduce 60% computation cost than the original FiD while keeping the on-par performance on two benchmark datasets.

### 5.2.5 Analysis on Computational Complexity

Here we analyze the theoretical time complexity of our proposed KG-FiD compared to vanilla FiD. More practical computation cost comparison is shown in Appendix 5.3.6. Because both the computations of DPR retrieving and stage-1 reranking are negligible compared to the reading part, we only analyze the reading module here.

Suppose the length of answer sequence $\mathbf{a}$ is denoted as $T_a$ and the average length of the passage (concatenated with question) is $T_p$. For vanilla FiD reader, the time complexity of the encoder module is $O(L \cdot N_1 \cdot T_p^2)$, where $L, N_1$ denote the number of encoder layers and the number of passages for reading. The square comes from the self-attention mechanism. The decoder time complexity is $O(L \cdot (N_1 \cdot T_p \cdot T_a + T_a^2))$, where $N_1 \cdot T_p \cdot T_a$ comes from the cross-attention mechanism. For our reading module, all the $N_1$ candidate passages are processed by the first $L_1$ layers of encoder. But only $N_2$ passages are processed by the remaining $L - L_1$ encoder layers and sent into the decoder. Thus, the encoder computation complexity becomes $O((L_1 \cdot N_1 + (L - L_1) \cdot N_2) \cdot T_p^2)$, and the decoder computation takes $O(L \cdot (N_2 \cdot T_p \cdot T_a + T_a^2))$.

Because $L_1 < L, N_2 < N_1$, both the encoding and decoding of our method is more efficient than vanilla FiD.

Furthermore, the answer is usually much shorter than the passage (which is the case in our experiments), i.e., $T_a \ll T_p$. Then the decoding computation can be negligible compared to the encoding. In this case, the approximated ratio of saved computation cost brought by our proposed method is:

$$S = 1 - \frac{(L_1 \cdot N_1 + (L - L_1) \cdot N_2) \cdot T_p^2}{L \cdot N_1 \cdot T_p^2}$$

$$= (1 - \frac{L_1}{L})(1 - \frac{N_2}{N_1})$$

This shows that we can reduce more computation cost by decreasing $L_1$ or $N_2$. For example, if setting $L_1 = L/4, N_2 = N_1/5$, we can reduce about 60% of computation cost. More empirical results and discussions will be presented in Section 5.3.4.
5.3 Experiment

In this section, we conduct extensive experiments on two most commonly-used ODQA benchmark datasets: Natural Questions (NQ) [56] which is based on Google Search Queries, and TriviaQA [50] which contains questions from trivia and quiz-league websites. The open-domain version of NQ is obtained by discarding answers with more than 5 tokens. For TriviaQA, its unfiltered version is used for ODQA. We follow the same setting as [46] to preprocess these datasets. We convert all letters of answers in lowercase except the first letter of each word on TriviaQA. When training on NQ, we sample the answer target among the given list of answers, while for TriviaQA, we use the unique human-generated answer as generation target. For both datasets, we use the original validation data as test data, and keep 10% of the training set for validation. All our experiments are conducted on 8 Tesla A100 40GB GPUs.

5.3.1 Implementation Details

**Knowledge Source:** Following [46, 51], we use the English Wikipedia as the text corpus, and apply the same preprocessing to divide them into disjoint passages with 100 words, which produces 21M passages in total. For the knowledge graph, we use English Wikidata. The number of aligned entities, relations and triplets among these entities are 2.7M, 974 and 14M respectively.

**Model Details:** For the retrieving module, we use the DPR retriever [51] which contains two BERT (base) models for encoding question and passage separately. For the GNN reranking models, we adopt 3-layer Graph Attention Networks (GAT) [98]. For the reading module, same as [46], we initialize it with the pretrained T5-base and T5-large models [77], and we name the former one as KG-FiD (base) and the latter one as KG-FiD (large). Our implementation is based on the HuggingFace Transformers library [110]. For number of passages, we set $N_0 = 1000$, $N_1 = 100$, $N_2 = 20$.

**Model Training:** For training our framework, we adopt the separate-training strategy to avoid out-of-memory issue: we first train the DPR model following its original paper, then freeze the DPR model to train the stage-1 reranking module, and finally jointly train stage-2 reranking and reader part. For the training of stage-1 reranking, the optimizer is AdamW [65] with learning rate as 1e-3 and linear-decay scheduler. The weight decay rate is 0.01. Batch size is set as 64. The number of total training steps is 15k, and the model is evaluated every 500 steps and the model with best validation results is saved as the final model. For the training of reading part, we adopt the same training setting except that the learning rate is 1e-4 for the base model and 5e-5 for the large model. We also adopt learning rate warm up with 1000 steps.

**Evaluation:** We follow the standard evaluation metric of answer prediction in ODQA, which is the exact match score (EM) [78]. A generated answer is considered correct if it matches any answer in the list of acceptable answers after normalization\(^3\). For all the experiments, we conduct 5 runs with different random seeds and report the averaged scores.

---

\(^3\)The normalization includes lowercasing and removing articles, punctuation and duplicated whitespace.
5.3.2 Baseline Methods

We mainly compare KG-FiD with the baseline model FiD [46]. For other baselines, we compare with representative methods from each category: (1) not using external knowledge source: T5 [80] and GPT-3 [8]; (2) reranking-based methods: RIDER [66] and RECONSIDER [44]; (3) leveraging knowledge graphs or graph information between passages: Graph-Retriever [67], Path-Retriever [1], KAQA [130], and UniK-QA [68]. We also compare with methods (4) with additional large-scale pre-training: REALM [36], RAG [59] and Joint Top-K [83].

5.3.3 Preliminary Analysis

We conduct preliminary analysis on the graph constructed among passages. Note that for each question, we first apply the retriever to retrieve a few candidate passages, then build edge connection only among the retrieved passages, which means that the passage graph is question-specific. Since the passage graph depends on the retrieved passages, before further utilizing the graph, we need avoid two trivia situations: (1) all the retrieved passages come from the same article; (2) The number of graph edges is very small. Thus we conduct statistics of the passage graphs on two ODQA benchmark datasets, which is shown in Figure 5.2. For each question, the number of retrieved passages is 100. We see that the two trivia situations only happen for a small portion of questions.

5.3.4 Main Results

Comparison with Baselines: Table 5.1 shows the results of our method and all baselines. We see that our proposed model KG-FiD consistently and significantly improves FiD on both NQ and TriviaQA datasets over both base and large model. Specifically, for large model, KG-FiD improves FiD by 1.5% and 1.1% on two datasets respectively, which has larger improvement compared to base model. We think the reason is that more expressive reader will also benefit the stage-2 reranking since the initial passage embeddings are generated by the reader encoder module. We also see that our proposed method outperforms all the baseline methods except UniK-QA [68]. However, UniK-QA uses additional knowledge source Wikipedia-Table for retrieval, which is highly related with the NQ dataset and makes it unfair to directly compare with our method.

Efficiency & Accuracy: Table 5.3 show the detailed comparison between our method and FiD in the large model version. The results of base model version is shown in Table 5.2. Besides EM score, we also report the ratio of computation flops (#FLOPs) and inference latency (per question). The detailed calculation of #FLOPs is shown in Appendix 5.3.6. From table 5.3, we see that (1) for KG-FiD, decreasing $L_1$ can improve the computation efficiency as analyzed in Section 5.2.4, while increasing $L_1$ can improve the model performance. We think the performance improvement comes from the noise reduction of passage filtering. For a larger $L_1$, the passage embeddings for reranking will have a better quality so that the gold passages are less likely to be filtered out. (2) Simply reducing the number of passages $N_1$ into vanilla FiD reader can reduce computation cost, but the performance will also drop significantly (from 51.9 to 50.3 on NQ dataset). (3) Our model can achieve the performance on par with FiD with only 38% of
Figure 5.2: Preliminary Analysis on the retrieved passages by DPR.
Table 5.1: Exact match score of different models over the test sets of NQ and TriviaQA datasets. * means that additional knowledge source Wikipedia-Tables is used in this method.

<table>
<thead>
<tr>
<th>Model</th>
<th>#params</th>
<th>NQ</th>
<th>TriviaQA</th>
</tr>
</thead>
<tbody>
<tr>
<td>T5</td>
<td>11B</td>
<td>36.6</td>
<td>-</td>
</tr>
<tr>
<td>GPT-3 (few-shot)</td>
<td>175B</td>
<td>29.9</td>
<td>-</td>
</tr>
<tr>
<td>RIDER</td>
<td>626M</td>
<td>48.3</td>
<td>-</td>
</tr>
<tr>
<td>RECONSIDER</td>
<td>670M</td>
<td>45.5</td>
<td>61.7</td>
</tr>
<tr>
<td>Graph-Retriever</td>
<td>110M</td>
<td>34.7</td>
<td>55.8</td>
</tr>
<tr>
<td>Path-Retriever</td>
<td>445M</td>
<td>31.7</td>
<td>-</td>
</tr>
<tr>
<td>KAQA</td>
<td>110M</td>
<td>-</td>
<td>66.6</td>
</tr>
<tr>
<td>UniK-QA*</td>
<td>990M</td>
<td>54.0*</td>
<td>64.1*</td>
</tr>
<tr>
<td>REALM</td>
<td>330M</td>
<td>40.4</td>
<td>-</td>
</tr>
<tr>
<td>RAG</td>
<td>626M</td>
<td>44.5</td>
<td>56.1</td>
</tr>
<tr>
<td>Joint Top-K</td>
<td>440M</td>
<td>49.2</td>
<td>64.8</td>
</tr>
<tr>
<td>FiD (base)</td>
<td>440M</td>
<td>48.2</td>
<td>65.0</td>
</tr>
<tr>
<td>FiD (large)</td>
<td>990M</td>
<td>51.4</td>
<td>67.6</td>
</tr>
<tr>
<td><strong>Our Implementation</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FiD (base)</td>
<td>440M</td>
<td>48.8</td>
<td>66.2</td>
</tr>
<tr>
<td>KG-FiD (base)</td>
<td>443M</td>
<td>49.6</td>
<td>66.7</td>
</tr>
<tr>
<td>FiD (large)</td>
<td>990M</td>
<td>51.9</td>
<td>68.7</td>
</tr>
<tr>
<td>KG-FiD (large)</td>
<td>994M</td>
<td>53.4</td>
<td>69.8</td>
</tr>
</tbody>
</table>

Table 5.2: Inference #FLOPs, Latency (second) and Exact match score of FiD (base) and KG-FiD (base). \( N_1 \) is the number of passages into the reader and \( L_1 \) is the number of intermediate layers used for stage-2 reranking as introduced in Section 5.2.4. The details of flop computation is introduced in Appendix 5.3.6.

<table>
<thead>
<tr>
<th>Model</th>
<th>#FLOPs</th>
<th>NQ</th>
<th>TriviaQA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>EM</td>
<td>Latency (s)</td>
</tr>
<tr>
<td>FiD (( N_1=40 ))</td>
<td>0.40x</td>
<td>47.2</td>
<td>0.27 (0.47x)</td>
</tr>
<tr>
<td>FiD (( N_1=100 ))</td>
<td>1.00x</td>
<td>48.8</td>
<td>0.58 (1.00x)</td>
</tr>
<tr>
<td>KG-FiD (( N_1=100, L_1=3 ))</td>
<td>0.38x</td>
<td>48.4</td>
<td>0.27 (0.47x)</td>
</tr>
<tr>
<td>KG-FiD (( N_1=100, L_1=6 ))</td>
<td>0.56x</td>
<td>49.0</td>
<td>0.35 (0.60x)</td>
</tr>
<tr>
<td>KG-FiD (( N_1=100, L_1=9 ))</td>
<td>0.73x</td>
<td>49.3</td>
<td>0.43 (0.74x)</td>
</tr>
<tr>
<td>KG-FiD (( N_1=100, L_1=12 ))</td>
<td>0.91x</td>
<td>49.6</td>
<td>0.50 (0.86x)</td>
</tr>
</tbody>
</table>
Table 5.3: Inference #FLOPs, Latency (second) and Exact match score of FiD (large) and KG-FiD (large). $N_1$ is the number of passages into the reader and $L_1$ is the number of intermediate layers used for stage-2 reranking as introduced in Section 5.2.4. The details of flop computation is introduced in Appendix 5.3.6.

<table>
<thead>
<tr>
<th>Model</th>
<th>#FLOPs</th>
<th>NQ EM</th>
<th>Latency (s)</th>
<th>TriviaQA EM</th>
<th>Latency (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>FiD ($N_1=40$)</td>
<td>0.40x</td>
<td>50.3</td>
<td>0.74 (0.45x)</td>
<td>67.5</td>
<td>0.73 (0.44x)</td>
</tr>
<tr>
<td>FiD ($N_1=100$)</td>
<td>1.00x</td>
<td>51.9</td>
<td>1.65 (1.00x)</td>
<td>68.7</td>
<td>1.66 (1.00x)</td>
</tr>
<tr>
<td>KG-FiD ($N_1=100$, $L_1=6$)</td>
<td>0.38x</td>
<td>52.0</td>
<td>0.70 (0.42x)</td>
<td>68.9</td>
<td>0.68 (0.41x)</td>
</tr>
<tr>
<td>KG-FiD ($N_1=100$, $L_1=12$)</td>
<td>0.55x</td>
<td>52.3</td>
<td>0.96 (0.58x)</td>
<td>69.2</td>
<td>0.94 (0.57x)</td>
</tr>
<tr>
<td>KG-FiD ($N_1=100$, $L_1=18$)</td>
<td>0.72x</td>
<td>52.6</td>
<td>1.22 (0.74x)</td>
<td>69.8</td>
<td>1.22 (0.73x)</td>
</tr>
<tr>
<td>KG-FiD ($N_1=100$, $L_1=24$)</td>
<td>0.90x</td>
<td>53.4</td>
<td>1.49 (0.90x)</td>
<td>69.8</td>
<td>1.48 (0.89x)</td>
</tr>
</tbody>
</table>

Table 5.4: Ablation study of our graph-based reranking method in two stages. EM scores are reported over NQ and Trivia datasets with both base and large model version.

<table>
<thead>
<tr>
<th>Model</th>
<th>NQ</th>
<th>TriviaQA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>base</td>
<td>large</td>
</tr>
<tr>
<td>FiD</td>
<td>48.8</td>
<td>51.9</td>
</tr>
<tr>
<td>KG-FiD</td>
<td>49.6</td>
<td>53.4</td>
</tr>
<tr>
<td>w/o Stage-1</td>
<td>49.3</td>
<td>53.1</td>
</tr>
<tr>
<td>w/o Stage-2</td>
<td>49.4</td>
<td>52.3</td>
</tr>
</tbody>
</table>

computation cost. When consuming the same amount of computations ($L_1 = 24$), our model significantly outperforms FiD on both NQ and TriviaQA datasets. These experiments demonstrate that our model is very flexible and can improve both the efficiency and effectiveness by changing $L_1$.

5.3.5 Ablation Study

Effect of Each Reranking Stage: Since our proposed graph-based reranking method are applied in both retrieving stage (Section 5.2.2) and reading stage (Section 5.2.3). We conduct ablation study to validate the effectiveness of each one. Table 5.4 shows the experiment results by removing each module. We see the performance of KG-FiD drops when removing any of the two reranking modules, demonstrating both of them can improve model performance. Another thing we observe is that stage-1 reranking is more effective in base model while stage-2 reranking is more effective in large model. This is reasonable since stage-2 reranking relies on the effectiveness of reader encoder module, where the large model is usually better than the base model.

Passage Ranking Results: We additionally show that our proposed GNN reranking method can improve the passage retrieval results. This is demonstrated in Figure 5.3, where we report Hits@K metric over NQ test set, measuring the percentage of top-K retrieved passages that
Figure 5.3: Passage ranking results over NQ test set of DPR retriever and our proposed two-stage rerankings over base model.

Table 5.5: Passage Retrieval Results on NQ dev data of our model under different GNN types and number of layers.

<table>
<thead>
<tr>
<th>Model</th>
<th>H@1</th>
<th>H@5</th>
<th>H@10</th>
<th>H@20</th>
</tr>
</thead>
<tbody>
<tr>
<td>GCN</td>
<td>49.1</td>
<td>69.7</td>
<td>75.7</td>
<td>79.9</td>
</tr>
<tr>
<td>GAT</td>
<td>50.1</td>
<td>70.1</td>
<td>76.1</td>
<td>80.2</td>
</tr>
<tr>
<td>#Layers</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>49.6</td>
<td>66.7</td>
<td>75.6</td>
<td>79.4</td>
</tr>
<tr>
<td>2</td>
<td>50.1</td>
<td>70.1</td>
<td>76.1</td>
<td>80.2</td>
</tr>
<tr>
<td>3</td>
<td>49.5</td>
<td>69.9</td>
<td>76.1</td>
<td>80.1</td>
</tr>
</tbody>
</table>

Table 5.6: EM scores on NQ dev data of our model under different choices of filtered passage numbers and weights of reranking loss.

<table>
<thead>
<tr>
<th>Model</th>
<th>N₂=10</th>
<th>N₂=20</th>
<th>N₂=30</th>
</tr>
</thead>
<tbody>
<tr>
<td>KG-FiD</td>
<td>47.6</td>
<td>48.0</td>
<td>48.0</td>
</tr>
<tr>
<td></td>
<td>λ=0.01</td>
<td>λ=0.1</td>
<td>λ=1.0</td>
</tr>
<tr>
<td>KG-FiD</td>
<td>47.7</td>
<td>48.0</td>
<td>46.6</td>
</tr>
</tbody>
</table>
Table 5.7: #GFLOPs of FiD (base) and KG-FiD (base) over different stages in the model.

<table>
<thead>
<tr>
<th>Model</th>
<th>Retrieving</th>
<th>Stage-1 Reranking</th>
<th>Reader Encoding</th>
<th>Stage-2 Reranking</th>
<th>Reader Decoding</th>
<th>All</th>
</tr>
</thead>
<tbody>
<tr>
<td>FiD</td>
<td>4.4</td>
<td>-</td>
<td>5772.3</td>
<td>-</td>
<td>714.2</td>
<td>6491.0 (1.00x)</td>
</tr>
<tr>
<td>KG-FiD (L₁=3)</td>
<td>4.4</td>
<td>3.5</td>
<td>2308.9</td>
<td>0.4</td>
<td>143.9</td>
<td>2461.1 (0.38x)</td>
</tr>
<tr>
<td>KG-FiD (L₁=6)</td>
<td>4.4</td>
<td>3.5</td>
<td>3463.4</td>
<td>0.4</td>
<td>143.9</td>
<td>3615.5 (0.56x)</td>
</tr>
<tr>
<td>KG-FiD (L₁=9)</td>
<td>4.4</td>
<td>3.5</td>
<td>4617.9</td>
<td>0.4</td>
<td>143.9</td>
<td>4770.0 (0.73x)</td>
</tr>
<tr>
<td>KG-FiD (L₁=12)</td>
<td>4.4</td>
<td>3.5</td>
<td>5772.3</td>
<td>0.4</td>
<td>143.9</td>
<td>5924.5 (0.91x)</td>
</tr>
</tbody>
</table>

contain the gold passages (passages that contain the answer). We see that DPR+stage-1 reranking consistently outperforms DPR for all the \( K \in \{10, 20, 50, 100\} \). With two stages of reranking, the retrieval results are further improved for \( K \in \{10, 20\} \) (We only cares about \( K \leq 20 \) for stage-2 reranking since \( N₂ = 20 \)). This shows that such reranking can increase the rank of gold passages which are previously ranked lower by DPR retriever and improve the efficacy of passage pruning.

**GNN Model Design:** We conduct tuning on the model type and number of layers of our GNN based reranking model. For efficiency, we rerank 100 passages returned by DPR retriever and search them based on the passage retrieval results. Table 5.5 shows the Hits scores for different choices. We see that GAT outperforms vanilla GCN model [54] which is reasonable since GAT leverage attention to reweight neighbor passages by their embeddings. The best choice for the number of GNN layers is 3. Note that other GNN models such as GIN [114], DGI [99] can also be applied here and we leave the further exploration of GNN models as future work.

\( N₂ \) and \( \lambda \). For the stage-2 reranking part in Section 5.2.3, we also conduct hyper-parameter search on the number of passages after filtering: \( N₂ \in \{10, 20, 30\} \) and the weight of reranking loss when training the reading module: \( \lambda \in \{0.01, 0.1, 1.0\} \). As shown in Table 5.6, \( N₂ = 20 \) achieves better results than \( N₂ = 10 \), but further increasing \( N₂ \) does not bring performance gain while decreasing the efficiency of model since the number of passages to be processed by the decoder is increased. Thus we choose \( N₂ = 20 \). For the loss weight \( \lambda \), we found that with its increment, the performance first increases then significantly drops. This shows that it’s important to balance the weight of two training losses, as we want the model to learn better passage reranking while not overwhelming the training signal of answer generation.

### 5.3.6 FLOPs Computation

In this section we compute the FLOPs of each module\(^4\). The results are shown in Table 5.7 and 5.8 for base model and large model respectively. Before the computation, we first show some basic statistics on two benchmark datasets: the average question length is 20, and the average answer length is 5. For the reading part, the length of concatenated passage question pair is 250, number of input passages is \( N₁ = 100 \).

We first calculate the number of FLOPs of vanilla FiD model. For the retrieving part, it contains both question encoding and passage similarity search. We only consider the former part

\(^4\)Our computation is based on https://github.com/google-research/electra/blob/master/flops\_computation.py
as the latter part depends on the corpus size and search methods and is usually very efficient. The question encoding flops by BERT-based model is about 4.4 Gigaflops (GFLOPs). For the reading part, the encoding of each question passage pair takes about 57/174 GFLOPs for base/large model, and the encoding of 100 passages takes 5772/17483 GFLOPs. The decoder part only costs 714.2/2534.5 GFLOPs for base/large model since the average length of answer is very small. In summary, vanilla FiD base/large model costs 6491.0/20022.0 GFLOPs.

For our model, the computation cost of retrieving part is the same as vanilla FiD. Since we set $N_0 = 1000$ and $N_1 = 100$, the GAT [98] computation in stage-1 reranking takes about 3.5 GFLOPs, and the stage-2 reranking takes only 0.4/0.6 GFLOPs for base/large model. For the reader encoding part, the computation cost depends on $L_1$ and $N_2$, which is analyzed in Section 5.2.5. For the reader decoding part, where cross attention takes most of the computation, KG-FiD only takes about $N_2/N_1 = 1/5$ cost of vanilla FiD, which is 143.9/510.0 for base/large model respectively. The detailed flops are shown in Table 5.7 and 5.8.

### 5.4 Summary

This chapter tackles the task of Open-Domain Question Answering. We focus on the current best performed framework FiD and propose a novel KG-based reranking method to enhance the cross-modeling between passages and improve computation efficiency. Our two-stage reranking methods reuses the passage representation generated by DPR retriever and the reader encoder and apply graph neural networks to compute reranking scores. We further propose to use the intermediate layer of encoder to reduce computation cost while still maintaining good performance. Experiments on Natural Questions and TriviaQA show that our model can significantly improve original FiD by 1.5% exact match score and achieve on-par performance with FiD but reducing over 60% of computation cost.

After presenting how to use KGs for question answering when answers are sourced from either KGs or text corpora, we’ve operated under the assumption that these KGs are complete. However, real-world KGs are often incomplete with missing triplets. Although we’ve shown that KG completion methods can help mitigate this limitation, a more important question arises: how much can they improve the performance of downstream tasks like question answering? In the upcoming chapter, we will introduce a benchmark designed to thoroughly answer this question.
Chapter 6

Benchmarking the Impacts of KG Completion on Question Answering

6.1 Introduction

As presented in Chapter 3, the inherent incompleteness of Knowledge Graphs (KGs) is a well-recognized problem. As such, a multitude of methods have been proposed to address this issue, spanning statistical relational learning [30], embedding-based models [6, 91, 115], neural-symbolic methods [73, 84, 116], and recent language model-based methods [86, 107, 117]. However, prior studies (including the one in Chapter 3) have largely viewed KG completion as an end in itself, neglecting to investigate its potential impact on subsequent applications that utilize the completed KGs.

On the other hand, Knowledge Graph Question Answering (KGQA), designed to answer natural language questions using information from KGs, is one of the most important applications of KGs. As presented in Chapter 4, extensive KGQA approaches have been proposed in recent years. Despite the rapid advancement, previous studies either operate on complete KGs or handle incompleteness via specific question-answering methods [62, 85, 86], lacking a comprehensive investigation into different approaches. The impact of KGC on KGQA performance remains largely unexplored.

In our study, we seek to rectify this oversight by introducing a novel benchmark CompleQA designed to directly and holistically assess the influence of KG completion on KGQA. This benchmark comprises over three million triplets and approximately 400,000 entities across 5 different domains, collectively forming the KG. The corresponding QA dataset includes over 5,000 questions, featuring both single-hop and multi-hop questions. These questions are sorted into three generalization levels and are sourced from the GrailQA [33] dataset. For KG completion, we employ entity-centric incompleteness to align with the QA dataset, where the entities in the missing triplets correspond to those appearing in the questions. Importantly, different from previous studies, we actually incorporate predicted triplets into the KG, and use this completed KG for question answering, allowing a seamless study of various KGC and KGQA methods. Our investigation incorporates the study of four representative KG completion models, namely TransE [6], DistMult [115], ComplEx [95], and RotatE [91]. For the KGQA models, we employ two
Figure 6.1: We compare the performance between incomplete and completed KGs by examining their question-answering results. Dashed arrows in the completed KG denote new triplets added by KGC.

Our experiments show that the incompleteness of KGs can adversely affect QA performance, and effective KG completion can help alleviate this and improve performance by up to 6.1% across varying degrees of incompleteness. Furthermore, we discern that KG completion performance does not always align with downstream performance, due to the limited overlap in triplet predictions between models and the disparate influence of these triplets on KGC and QA performance. We hope our findings stimulate more research that perceives KG completion not merely as an isolated objective but as a crucial step toward enhancing the performance of downstream tasks.

6.2 Benchmark Construction

In this section, we delineate the procedural steps employed in the development of our benchmark, including the knowledge graph, the question-answering dataset, and the completion dataset.

2.1 Knowledge Graph The choice of the knowledge graph is a fundamental aspect, and in our study, we opt for Freebase [5], primarily owing to its widespread usage in academic circles. The original Freebase contains over 80 million entities. To facilitate affordable exploratory research, we select a subset of Freebase as our final knowledge graph by specifically confining the KG to five important domains: medicine, computer, food, law, and business. Within this sub-sample of Freebase, we encompass 395,965 entities, 383 relations, and 3,042,911 triplets. Despite the reduction in scale, we posit that this knowledge graph retains a substantial breadth and can accurately emulate real-world conditions and challenges. Following this, we explain the construction of the QA and completion datasets derived from this KG.

2.2 Question Answering over KG We denote a QA model intended for $\mathcal{KG}$ as $f_{QA}(\mathcal{KG})$, and follow previous KGQA settings [33, 95, 120], where each natural language question $q$ aligns...
Table 6.1: Data Statistics of the QA dataset.

<table>
<thead>
<tr>
<th>Question Category</th>
<th>Train</th>
<th>Valid</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>3395</td>
<td>997</td>
<td>973</td>
</tr>
<tr>
<td>I.I.D.</td>
<td></td>
<td>366</td>
<td>381</td>
</tr>
<tr>
<td>Compositional</td>
<td>-</td>
<td>232</td>
<td>225</td>
</tr>
<tr>
<td>Zero-Shot</td>
<td>-</td>
<td>399</td>
<td>367</td>
</tr>
</tbody>
</table>

Table 6.2: Data Statistics of the KGC dataset.

<table>
<thead>
<tr>
<th>Incompleteness</th>
<th>Train</th>
<th>Valid</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>20%</td>
<td>1 674 405</td>
<td>1807</td>
<td>2864</td>
</tr>
<tr>
<td>50%</td>
<td>1 667 397</td>
<td>4519</td>
<td>7160</td>
</tr>
<tr>
<td>80%</td>
<td>1 660 390</td>
<td>7230</td>
<td>11 456</td>
</tr>
</tbody>
</table>

with an answer set $A$ and a logical form $l$, used to extract answers from the KG. We adopt GrailQA [33] as our foundation, which contains both single-hop and multi-hop questions and provides comprehensive evaluation over three generalization difficulty levels: i.i.d., compositional, and zero-shot, determined by whether the KG schemas that appeared in the test set have been observed in the training set. The original GrailQA is based on the full set of Freebase, thus we eliminate questions that cannot be answered or contradict the provided answer labels given our sub-sampled Freebase. This refinement process results in a total of 5365 questions with the statistical details in Table 6.1.

2.3 KG Completion The completion task here refers to the missing entity prediction task: given an incomplete triplet $(e_h, r, ?)$ or $(?, r, e_t)$ where its head or tail entity is missing, the model is required to predict the missing entity$^1$. To align it with the QA task for studying its impact, we first identify all the unique entities from the validation and test questions$^2$, denoted as $E_{\text{valid}}$ and $E_{\text{test}}$ respectively. We then retrieve all triplets linked to these entities, denoted as $T'_{\text{valid}}$ and $T'_{\text{test}}$. We randomly choose a proportion $P$ of these triplets as the final validation and test sets, $T_{\text{valid}}$ and $T_{\text{test}}$ for KG completion. All remaining triplets, including those unlinked to those entities, form the training data $T_{\text{train}}$. We adjust $P$ to be 20%, 50%, and 80% to introduce varying degrees of incompleteness. The quantity of triplets is detailed in Table 6.2. Note that compared with random sampling from the entire KG, sampling triplets based on entities appeared in the questions can better align the two tasks. Furthermore, this is also seen as a realistic scenario where relatively new entities in KGs often come with incomplete triplets and their related questions are both important and challenging.

2.4 Effect of KGC over KGQA To study the impact of knowledge graph completion on question answering, we incorporate the completed triplet into the KG, then compare the QA performance using the original incomplete KG with the completed KG. This allows us to freely explore any KGC and question-answering methods. The process of incorporating triplets is detailed below.

$^1$Following previous conventions, we don’t consider the situation of missing classes or literals in this study.

$^2$GrailQA provides annotated labels for those entities.
In the case of each incomplete triplet \((e_h, r, ?)\), the model first predicts \(N\) candidate tail entities \(e_t\) with scores \(s_t\) denoted as \([\(e_{t1}, s_{t1}\), \ldots, \(e_{tN}, s_{tN}\)]\), where \(s_1 \geq \cdots \geq s_N\). To determine whether triplet \((e_h, r, e_t)\) should be incorporated into the incomplete KG, we establish a threshold \(s_T\). If the score \(s_t \geq s_T\), the triplet \((e_h, r, e_t)\) is added to the KG. Note that we don’t add the triplet which is already in the KG. The same process is followed for missing head entity \((? , r, e_t)\). Suppose \(T_{\text{valid}}^{\text{pred}}\) represents the collection of all added triplets for the validation set and \(T_{\text{test}}^{\text{pred}}\) for the test set. \(\mathcal{KG}(T)\) represents the KG that maintains the consistent set of entities, relations, classes, and literals but incorporates a variable set of triplets \(T\). Finally, we evaluate the performance of the incomplete KG \(f_{QA}(\mathcal{KG}(T_{\text{train}}))\) versus the completed KG \(f_{QA}(\mathcal{KG}(T_{\text{train}} \cup T_{\text{valid}}^{\text{pred}} \cup T_{\text{test}}^{\text{pred}}))\). The performance difference can indicate the utility of KG completion over the QA task. Further details on the utilized models, evaluation metrics, and how to determine \(s_T\) are provided in the following section.

### 6.3 Methods and Evaluation Metrics

This section presents the methods implemented on our benchmark and the evaluation metrics employed to assess their effectiveness.

#### 6.3.1 For Question Answering

We employ two state-of-the-art methods, namely DecAF [124] and Pangu [34]. For simplicity, we employ oracle entity linking to Pangu, avoiding the need to train a specially designed entity linker. In contrast, DecAF operates based on text retrieval without the need for entity linking. Due to computational limitations, we chose T5-base [77] as the backbone model for DecAF and BERT-base [23] for Pangu. F1 scores of answer matching are used for the evaluation of QA performance.

#### 6.3.2 For KG Completion

The KGC methods employed in this study comprise four representative models: TransE [6], DistMult [115], ComplEx [95], and RotatE [91]. For the implementation of these methods, we turn to LibKGE [7], a highly developed KGC library. The dimensionality of our embeddings is set to 200, utilizing xavier uniform initialization [31]. Following previous approaches [6, 91], we employ negative sampling for training. In this process, negative triplets are created for every triplet in the training dataset by randomly substituting either the head or tail entity. Each triplet gives rise to 50 negative triplets, half by replacing the head entity and half by substituting the tail. The batch size is 4096, with a maximum of 500 epochs. We deploy early stopping after 5 evaluations over the validation set, with one evaluation after every 10 epochs. When it comes to optimization, we leverage Adam [53] for TransE and RotatE with a learning rate of 0.001. For ComplEx and DistMult, we employ Adagrad [25] with a learning rate within the range [0.01, 1.0]. For RotatE and TransE, we choose from binary cross entropy (BCE), Kullback-Leibler divergence (KL), and margin ranking (MR) for the training losses, and explore the loss argument within [0, 50]. For ComplEx and DistMult, we utilize BCE loss with a loss argument of 0.0. We
Table 6.3: Experiment results on KG completion and question answering of our benchmark CompleQA. Results are averaged across 3 independent runs with different random seeds. “QA w/ X” signifies the QA performance using model X. The top performance in each column of each section is highlighted in bold. For QA performance, we provide a percentage change against scenarios where no KG completion was used, which is color-coded: green for positive changes and red for negative ones.

<table>
<thead>
<tr>
<th>Incompleteness</th>
<th>Model</th>
<th>KGC</th>
<th>QA w/ DecAF</th>
<th>QA w/ Pangu</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>MRR</td>
<td>H@1</td>
<td>H@3</td>
</tr>
<tr>
<td>0%</td>
<td>None</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>TransE</td>
<td>0.614</td>
<td>0.533</td>
<td>0.667</td>
</tr>
<tr>
<td></td>
<td>RotatE</td>
<td>0.667</td>
<td>0.612</td>
<td>0.700</td>
</tr>
<tr>
<td></td>
<td>DistMult</td>
<td>0.671</td>
<td>0.618</td>
<td>0.718</td>
</tr>
<tr>
<td></td>
<td>ComplEx</td>
<td>0.681</td>
<td>0.630</td>
<td>0.722</td>
</tr>
<tr>
<td>20%</td>
<td>None</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>TransE</td>
<td>0.462</td>
<td>0.392</td>
<td>0.500</td>
</tr>
<tr>
<td></td>
<td>RotatE</td>
<td>0.509</td>
<td>0.455</td>
<td>0.538</td>
</tr>
<tr>
<td></td>
<td>DistMult</td>
<td>0.506</td>
<td>0.471</td>
<td>0.528</td>
</tr>
<tr>
<td></td>
<td>ComplEx</td>
<td>0.504</td>
<td>0.467</td>
<td>0.527</td>
</tr>
<tr>
<td>50%</td>
<td>None</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>TransE</td>
<td>0.299</td>
<td>0.240</td>
<td>0.324</td>
</tr>
<tr>
<td></td>
<td>RotatE</td>
<td>0.312</td>
<td>0.265</td>
<td>0.328</td>
</tr>
<tr>
<td></td>
<td>DistMult</td>
<td>0.255</td>
<td>0.218</td>
<td>0.270</td>
</tr>
<tr>
<td></td>
<td>ComplEx</td>
<td>0.252</td>
<td>0.212</td>
<td>0.272</td>
</tr>
</tbody>
</table>

 experimented with other training losses and arguments, but found them ineffective. Hyperparameter search is conducted via Bayesian optimization using the Ax framework (https://ax.dev/), with the number of trials as 40.

To measure the performance of KGC, we adhere to standard metrics for missing entity prediction: Mean Reciprocal Rank (MRR) and Hits@K (H@K) in the filtered setting [6]. Importantly, considering our goal to incorporate predicted triplets into the KG for subsequent question answering, we propose to measure triplet prediction by F1 score: $F1 = 2 \cdot \frac{|T_{pred} \cap T_{gold}|}{|T_{pred}| + |T_{gold}|}$ where $T_{pred}$ represents the set of predicted triplets while $T_{gold}$ denotes the set of missing ground-truth triplets. We adjust the threshold $s_T$ introduced in Section 2.4 on the validation split to achieve the best F1 score. We show such adjustment also produces good QA performance in the following section.

### 6.4 Experiments

In this section, we delve into the outcomes of our empirical investigations. Firstly, from Table 6.3, it’s clear that the KG incompleteness negatively affects performance. Specifically, the F1
Table 6.4: Spearman’s rank correlation coefficient between KGC metrics (MRR and F1) and QA metrics (F1) with two models. QA_D denoted the performance of DecAF model while QA_P means the Pangu model.

<table>
<thead>
<tr>
<th>Incompleteness</th>
<th>Metrics</th>
<th>QA_D-F1</th>
<th>QA_P-F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>20%</td>
<td>KGC-MRR</td>
<td>0.32</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td>KGC-F1</td>
<td>0.32</td>
<td>0.95</td>
</tr>
<tr>
<td>50%</td>
<td>KGC-MRR</td>
<td>0.40</td>
<td>0.32</td>
</tr>
<tr>
<td></td>
<td>KGC-F1</td>
<td>0.80</td>
<td>0.95</td>
</tr>
<tr>
<td>80%</td>
<td>KGC-MRR</td>
<td>0.20</td>
<td>-0.63</td>
</tr>
<tr>
<td></td>
<td>KGC-F1</td>
<td>0.40</td>
<td>-0.30</td>
</tr>
</tbody>
</table>

scores of DecAF and Pangu drop by 14.0% and 12.1% respectively when the KG incompleteness level is 50%. Subsequently, we aim to address the following questions:

**Q1: How much does the good performance in KGC translate to the enhancement in QA?**

The experimental results in Table 6.3 demonstrate that KGC can indeed enhance the QA performance in the majority of the cases. Notably, the ComplEx algorithm for KGC boosted the QA performance of DecAF alone (without KGC) by 6.0% and of Pangu by 3.2% at 50% incompleteness level. However, at the 80% incompleteness level, the same ComplEx algorithm only boosted the QA performance of DecAF by 0.3% and of Pangu by 1.9%, which are much less than the performance gains at the 50% and 20% incompleteness levels. The observations on other KGC methods demonstrated similar patterns; some of them even lead to decreased QA results. This could be attributed to that incorrect triplets introduced by the KGC methods outweigh the correctly predicted ones.

To validate this, we construct a scenario that incorporates only the correctly-predicted triplets into the KG, while all the incorrect triplets are discarded. Figure 6.2 clearly illustrates a significant performance enhancement in this scenario, especially at the 80% incompleteness level, thereby substantiating the detrimental impact of incorrect predicted triplets on the QA model.

**Q2: Does the best KGC method(s) always lead to the best QA performance?** According to Table 6.3, we see that better KGC does not always translate to better downstream outcomes. As an illustration, although ComplEx achieves exceptional KGC results at 20% incompleteness, it does not outperform RotatE in terms of QA performance when DecAF is used. Similarly, even though RotatE produces top-tier KGC outcomes at 80% incompleteness, it even leads to the worst QA performance when Pangu is utilized.

We use Spearman’s rank correlation coefficient to quantitatively assess the relationship between the performance of KGC and QA. This coefficient measures the Pearson correlation between the ranked values of two variables. In many instances, we find that the correlation between the KGC metric and QA metric is weak, with a value below 0.5. Another observation is that the F1 score of KGC performance corresponds better with QA performance than the mean reciprocal rank (MRR). This is reasonable because QA performance relies on the completed knowledge graph, which includes predicted triplets. The F1 score, in this context, is a more direct measure of the quality of predicted triplets compared to MRR.

To delve further, we measured the overlap of predicted triplets among various models and
Figure 6.2: QA performance under different completed KGs. “QA only” means using the original incomplete KG for QA. “KGC + QA” means using the KGC-completed KG. KGC* means only keeping the correct triplets while discarding all the incorrect ones.
found that no model’s predictions, correct or incorrect, fully encompassed the other’s. For example, in a 20% incomplete KG, ComplEx and RotatE had about 80% shared correct predictions and 30% shared incorrect ones. In this case, despite ComplEx’s superior performance in KGC, it doesn’t solely determine QA performance as various predicted triplets impact QA differently, and this impact may not align well with their contribution to KGC performance. This discrepancy points to the need for KGC methods that optimize both KG completion and downstream task performance.

**Q3: How does the score threshold affect the KGC and QA performance?** We aimed to study the effect of score threshold $s_T$ for each KGC method, which is introduced in Section 2.4. We vary this threshold for each method to evaluate the corresponding KGC and QA performance. As shown in Figure 6.3, the KGC F1 score initially rises and then falls, as increasing the score threshold leads to fewer triplets being added, which although improves precision, it negatively impacts recall. We see that the curve representing the relationship between the score threshold and the KGC F1 score appears to coincide well with the QA performance curve. However, there are instances where this alignment is less pronounced, indicating that utilizing KGC F1 to pinpoint the task-specific score threshold provides a useful starting point, but is not sufficient on its own. We believe that further investigation of this issue could provide valuable insights for future research.

### 6.5 Summary

In this chapter, we introduced a novel benchmark to investigate the impact of representative KGC methods on the Knowledge Graph Question Answering (KGQA) task. Our findings demonstrate that KG incompleteness negatively affects KGQA, and effective KGC can significantly mitigate this issue. However, we also discovered that best-performing KGC method does not necessarily lead to the best KGQA results. Our work underlines the necessity to view KGC not merely as a standalone goal, but as a vital step toward improving downstream tasks. Furthermore, we hope this chapter can facilitate the joint study of KG acquisition and application in future research, as opposed to studying them separately.

Finally, in the concluding chapter, we will synthesize the key findings and propose potential avenues for further research grounded in our acquired knowledge.
Figure 6.3: Performance variation with different score threshold. Each plot depicts the performance trends for one KGC method at 50% KG incompleteness level. The curves represent changes in KGC F1 scores on the validation split and QA w/ DecAF F1 scores on the test split as the score threshold varies.
Chapter 7

Concluding Remarks and Future Work

This thesis aims to effectively leverage textual semantics for KG acquisition and application, with a primary focus on Pre-trained Language Models (PLMs). This goal is achieved through two key dimensions, and the related contributions are summarized as follows:

• **KG Acquisition Through Text:** We started our exploration with a KG representation learning framework called JAKET in Chapter 2. This framework leverages joint pre-training to optimize both KG and text embeddings simultaneously, enhancing each other in the process. These optimized representations have shown outstanding results in KG acquisition tasks including relation extraction and entity classification. To address the challenges of scaling to large knowledge graphs and performing KG completion, we introduce ResKGC in Chapter 3. This seq2seq model takes a text-based incomplete triplet as input and returns the name of the missing entity as output. We propose a text-based retrieval method to identify relevant triplets to the incomplete one, subsequently improving the accuracy of missing entity prediction.

• **Answering Text Question with KGs:** We next explored how to leverage KGs for question-answering applications. Firstly, we created DecAF, as presented in Chapter 4, a framework capable of generating both logical queries and direct answers simultaneously. This addresses the issue of non-executable logical queries found in previous methods. We then developed KG-FiD in Chapter 5, which improves open-domain question answering by incorporating a KG-based passage reranking mechanism. We demonstrated that even when answers are sourced from text corpora, KGs can still be utilized to enhance the QA performance. Lastly, we evaluated the influence of KG completion on question-answering performance by proposing a new benchmark, CompleQA in Chapter 6. Our findings indicate that while KG completion can improve downstream QA performance, the best-performing KG completion methods do not necessarily yield the best QA results. This underscores the importance of jointly studying KG acquisition and applications.

We provide a summary of this thesis at the methodological level on how to effectively leverage textual semantics in the context of structural KGs. This is illustrated through two distinct approaches, as detailed below.

• **Hybrid Model:** This involves the integration of Graph Neural Networks (GNNs) with PLMs. In this approach, each type of model focuses on its area of expertise—PLMs on
textual data and GNNs on graph structures. For instance, in the JAKET framework (Chapter 2), the PLM initially computes entity representations that are then fed into the GNN for further processing. Conversely, the GNN outputs refined entity representations back into the PLM. In the case of KG-FiD (Chapter 5), GNNs utilize the PLM-output embeddings as initial inputs, which are then employed for passage reranking.

- **KG Linearization**: This approach converts the structural KG into a linear text sequence, thereby allowing the exclusive use of PLMs for processing. In frameworks like ResKGC (Chapter 3) and DecAF (Chapter 4), a KG triplet is linearized into a sentence by concatenating the names of the head entity, relation, and the tail entity. These sentences are then grouped into passages based on the head entity.

Each approach has its own advantages and disadvantages: The Hybrid Model offers explicit structural modeling through GNNs, but this complicates the joint optimization process with PLMs. Conversely, the KG Linearization simplifies the optimization by relying solely on PLMs, but converting KGs to text leads to a loss of structural information. For future exploration, the former should aim for more effective integration of GNNs and PLMs, while the latter should work on improving KG linearization methods to preserve more structural information.

Recognizing the foundational importance of PLMs in our studies, and observing the transformative impact of evolving large language models (LLMs), the future implications of KGs in the LLM era are worth exploring. LLMs, despite their many strengths, have identifiable limitations. A major one is the occurrence of hallucinations, where the model produces factually incorrect information. For instance, if one were to ask GPT-4 [69], “How many main bosses does Dark Souls I have?”, it may incorrectly reply “11” when the accurate answer is “13”.

How can KGs mitigate such hallucinations? During the training phase, KGs can serve as additional data to improve the pre-training process so that LLMs can store more factual knowledge, similar to our work JAKET (Chapter 2) which pre-trains on KG and text jointly. In the inference stage, relevant information from KGs can be retrieved to supplement the input queries and increase response accuracy. Our DecAF (Chapter 4) framework can be regarded as an example where LLMs can serve as the reader module.

Conversely, KGs have their own limitations, such as a restricted domain scope due to the challenges of constructing them. For instance, a KG focused primarily on finance may be ill-suited for answering medical queries. To address this, targeted and efficient KG construction is essential. LLMs have great potential to facilitate this process by automatically generating or refining KGs. Our ResKGC (Chapter 3), which uses PLMs for sequence-to-sequence KG completion, suggests that LLMs can take this role effectively.

In summary, our thesis stands as a meaningful contribution to leverage textual semantics for both KG acquisition and application. We also anticipate that it will offer valuable perspectives on the future role of KGs in the LLM landscape.
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